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a b s t r a c t

Hydrogen is considered an attractive alternative to fossil fuels, but only a small amount of it is produced
from renewable energy, making it not such a clean energy carrier after all. Producing hydrogen through
water electrolysis is promising, but using a cost-effective and high-performing catalyst that has long-
term stability is still a challenge. This study exploits, for the first time, the potential of zinc oxide
nanoparticles with diverse morphologies as catalysts for the electrocatalytic production of hydrogen from
water. The morphology of the nanoparticles (wires, cuboids, spheres) was easily regulated by changing
the concentration of sodium hydroxide, used as the shape controlling agent, during the synthesis. The
spherical morphology exhibited the highest electrocatalytic activity at the lowest potential voltage.
These spherical nanoparticles had the highest number of oxygen vacancies and lowest particle size com-
pared to the other two morphologies, features directly linked to high catalytic activity. However, the
nanowires were much more stable with repeated scans. Density-functional theory showed that the pres-
ence of oxygen vacancies in all three morphologies led to diminished band gaps, which is of catalytic
interest.
� 2020 The Authors. Published by ELSEVIER B.V. and Science Press on behalf of Science Press and Dalian
Institute of Chemical Physics, Chinese Academy of Sciences. This is an open access article under the CC BY

license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Hydrogen is considered as an attractive energy vector due to its
high energy to mass ratio (120 MJ/kg) that can easily replace fossil
fuel consumption meeting global energy demands. When produced
from renewable energy, it is considered as ‘‘green” hydrogen. To
date, the most advanced method to produce green hydrogen is
through water electrolysis. This can only be achieved with the
use of a catalyst on the cathode for the hydrogen evolution reaction
(HER) to take place [1]. However, the majority of catalysts used so
far are platinum based alloys, which, even though show high per-
formance and long-term durability, are high in cost and their mate-
rials are scarce [2–4]. As a consequence, large-scale production of
green hydrogen through water electrolysis is not economically
viable. Hence, hydrogen is predominately produced through
steam-reforming of fossil fuels such as methane [5]. A catalyst that
is cost-effective, both in terms of the raw materials and synthesis
method, and has high catalytic efficiency and long-term stability
is vital for the establishment of the green hydrogen production.
For this purpose, the potential of zinc oxide nanoparticles to be
used as catalysts for the HER is exploited.

Zinc oxide (ZnO) is a semiconductor material with a direct
bandgap of 3.37 eV that has a vast variety of applications ranging
from electronics to cosmetics [6–11]. It is commonly used in solar
cells, photo detectors, light emitting diodes, ultraviolet lasers,
chemical gas sensors, photo- and electrocatalysis, sunscreens,
paints, and in the food industry [12–21]. One reason for ZnO being
such an attractive and versatile material is due to the fact that its
physical and chemical properties are directly linked to its morphol-
ogy and particle size [22–25]. The relationship of properties and
possible applications to morphology is clearly evident on the
nano-scale. Therefore, it is important to be able to control the mor-
phology of ZnO nanoparticles during synthesis to achieve high-
performing products.

Various synthetic techniques have been used over the years to
produce ZnO nanoparticles, including chemical vapor deposition
demy of
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(CVD), pulsed laser deposition (PLD), hydrothermal and sol–gel
methods, electrochemical deposition, microwave-assisted tech-
niques and precipitation [26–37]. A shape controlling agent is most
commonly used during synthesis to obtain ZnO nanoparticles with
various morphologies and sizes. Citric acid and other citrates are
often used during the hydrothermal method to produce hierarchi-
cal flower-like ZnO structures [38–40], whereas trisodium citrate
has also been added in hydrothermal condition at various concen-
trations for the synthesis of hexagonal disks, porous and solid
spheres [38]. Dimethylamine is another shape-controlling agent
used in the sol–gel method for obtaining ZnO nanorods [41].

Although many efforts have been made to obtain ZnO nanopar-
ticles with various morphologies and sizes, the majority of synthe-
sis methods either use expensive shape controlling agents,
relatively high temperatures (~200 �C), expensive equipment, or
methods that involve multiple steps which are time consuming
and labour intensive [42–44]. Herein, we report a simple one-
step synthesis method for controlling the morphology of ZnO
nanoparticles using a room temperature sol–gel method. Zinc acet-
ate was used as the Zn precursor and sodium hydroxide as the
shape controlling agent. By altering the pH levels of the zinc acet-
ate solution from 8 to 10, and then to 12, by increasing the amount
of sodium hydroxide added in the final solution, ZnO nanowires,
nanocuboids and nanospheres were produced. Compared with
other sol–gel methods, this approach is not only cost-effective,
simple, and easily reproduced, but also can be used to effectively
control the morphology to create well-defined ZnO nanoparticles
that are uniform in size. Their structural, morphological and chem-
ical properties were thoroughly investigated by X-ray diffraction
(XRD), small angle X-ray scattering (SAXS), scanning electron
microscopy (SEM), transmission electron microscopy (TEM), and
X-ray photoelectron spectroscopy (XPS). To the best of our knowl-
edge, this is the first study to report the influence of the ZnO mor-
phology, particle size and oxygen vacancies on its electrocatalytic
activity for hydrogen production via electrochemical water
splitting.
2. Experimental

2.1. Synthesis of ZnO nanoparticles

ZnO nanoparticles with diverse morphologies were prepared
using a sol–gel method. Specifically, three solutions were prepared
by dissolving 20 mmol of zinc acetate (Zn(CH3CO₂)₂, 99.99%, Sigma
Aldrich) in 50 mL of absolute ethanol (�99.8%, Sigma Aldrich)
under vigorous stirring at room temperature. Sodium hydroxide
(NaOH, 99.99%, Sigma Aldrich) was added to the above solutions
in three different concentrations, as to achieve pH levels of 8, 10
and 12. The obtained solutions were vigorously stirred for 24 h
to obtain a homogenous aged gel. The collected powder products
were washed twice with distilled water and finally with absolute
ethanol and dried in a furnace at 70 �C overnight. All three as-
prepared samples were calcined in static air in a muffle furnace
for 90 min at 600 �C after heating at 5 �C/min and then cooled to
room temperature naturally.
2.2. Characterization techniques

Powder X-ray diffraction (XRD) was used for phase analysis
using a D8 Advance (40 kV, 40 mA) diffractometer from Bruker,
Germany with Cu-Ka radiation (8.04 keV). The measured 2h range
(20�–80�) was scanned using a 0.03� step size at 1.6 s/step, a sam-
ple rotational speed of 30 rpm and a 0.3� divergence slit in flat
plate geometry. Morphological observations were carried out with
a Zeiss Neon 40EsB (Zeiss, Germany) scanning electron microscope
(SEM) and a FEI Talos FS200X G2 FEG transmission electron micro-
spore (TEM). SEM specimens were prepared by placing a small
amount of powder onto carbon tape and then coating them with
a 3 nm layer of platinum to produce a conductive layer and reduce
charging during SEM imaging. The TEM specimens were prepared
by direct deposition of the powder samples onto a carbon coated
Cu TEM grid. Chemical analysis of the ZnO nanoparticles was
undertaken with a Kratos AXIS Ultra DLD X-ray photoelectron
spectrometer in ultra-high vacuum equipped with an Al-Ka X-ray
source (1486.7 eV). The data was analysed using the Casa XPS soft-
ware, and calibrated using the surface adventitious C 1s peak at
284.5 eV and O 1s peak at 530.2 eV, respectively.

The particle size distribution and specific surface area were
investigated by Small-Angle X-ray Scattering (SAXS) with mea-
surements conducted at the Australian Synchrotron. The energy
applied was 12 keV that corresponds to k = 1.0333 Å, the camera
length was 3343 mm and q range was from 0.005 to 0.246 Å�1.
The particle size distribution was modelled by the maximum
entropy model as supplied in the Irena package [45–47]. The
dimensions of the nanowire cross section were modelled by using
the cylinder particle shape model, whereas for the nanocuboids
and nanospheres dimensions the spheroid particle shape model
was applied. The q range, for which the models were fitted accu-
rately, was between 0.007 and 0.1 Å, and the values provided were
trustworthy.

The measured intensities were normalised with the Scat-
terBrain software by use of a glassy carbon standard, scaled by
the specimen thickness [48], and an empty sample holder covered
by kapton tape subtracted as background. All three scattering pat-
terns were modelled using the unified model [49] in Irena [50] and
the power law index [48,50] for each pattern was determined. The
power law index for the measured q range gives information
regarding the size and shape of the scattering particles. The specific
surface area, S(r), was calculated following the approach of Beauc-
age (1), with the size of the probe used (r) equal to 4 Å, equivalent
to the diameter of the nitrogen molecule, so that results were com-
parable with the specific surface areas measured using the BET
method [51,52].

SðrÞ ¼ Sr2�D; ð1Þ

where D is the surface fractal dimension, and S (mD/g) is given as
(2),

S ¼ 2pu 1�uð ÞBs

QqsampleFðDÞ
ð2Þ

where, qsample is the effective particle density and is equivalent to
the particle mass divided by the particle volume, including the pore

volume (qsample ¼ qbase
Vbase
Vbulk

¼ qbase
d3sp
d3tot

, where qbase is the density of

ZnO (5.1 g/cm3), dtot is the thickness of the known sample holder,
dsp is the sample thickness not including any porosity and was cal-
culated from the X-ray transmission measurements), Bs is the sur-
face fractal power law prefactor, Q (cm�1 Å�3) is the high-q
invariant (3), and F(D) = {C(5 � D)sin[(3 � D)p/2]}/(3 � D), where
C is the gamma function, u = qsample/qbase, qbase is the primary par-
ticle density.

Q ¼
Z 1

0
IðqÞq2dq ¼ 2p2Gs

Vbase
; ð3Þ

where Gs (cm�1) is the Guinier prefactor for the primary particle
substructure and Vbase is the volume of the primary particles and I
(q) is the absolute intensity.



Fig. 1. XRD patterns of the ZnO (a) nanowires (pH = 8), (b) nanocuboids (pH = 10)
and (c) nanospheres (pH = 12).
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2.3. Density-Functional Theory calculations

All of the Density-Functional Theory calculations were per-
formed using plane-wave basis with plane-wave energy cutoff of
500 eV and general gradient approximation (GGA) for exchange–
correlation energy functional in the version of Perdew, Burke and
Ernzerhof (PBE) [53], as implemented in the Vienna Ab-initio Sim-
ulation Package (VASP 5.3.5) [54–57]. The unit cell of wurtzite ZnO
(w-ZnO) consisted of 2 Zn and 2 O atoms. The w-ZnO 0001 surface
was modeled using 3 � 3 � 2 supercell, which contains 36 Zn and
35 O atoms. The Monkhorst-Pack method, with the gamma-
centred k-point grid of 6 � 6 � 4 and 4 � 4 � 1, was adopted for
integration in the Brillouin zone for bulk w-ZnO and 3 � 3 � 2
supercell with O vacancy calculations. The DFT (PBE) + U method-
ology (with an additional Hubbard-like term, U) was used to con-
sider strong on-site Coulomb interaction of localised electrons,
which is not correctly described by PBE functional. The U value
for 3d orbitals of Zn and 2p orbitals of O were considered as 10
and 7 eV [58]. Geometry optimisations were done before single-
point energy calculations. The convergence criterion for the maxi-
mal force on atoms was 0.02 eV/Å with the self-consistent conver-
gence accuracy was set at 10�6 eV. Our calculated band gap using
PBE + U for bulk w-ZnO was 3.28 eV, which is close to the experi-
mental value of 3.4 eV for bulk w-ZnO.

2.4. Evaluation of ZnO hydrogen evolution reaction electrocatalytic
performance

2.4.1. Electrode preparation
5 mg of the ZnO nanoparticles of selected morphologies (nano-

wires, nanocuboids, and nanospheres) were loaded as catalysts
into 3 mg of carbon black (Super P�Conductive 99+%, Alfa Aesar)
and 50 mL of 5% Nafion� 117 solution (Sigma-Aldrich) to form the
‘‘ink”. For the control, 5 mg of carbon black powder was added in
place of the ZnO nanoparticles. Before drop-casting, the macrodisk
glassy carbon (GC) electrode (CHI104, 3 mm diameter, CH Instru-
ments Inc.) was cleaned using ethanol, and then polished with soft
lapping pads (Buehler) and a diamond suspension (1 mm, Kemet),
followed by alumina powder (0.05 lm, Kemet). The polished elec-
trode was sonicated first in ethanol and then in ultrapure water for
5 min. Finally, it was rinsed using ethanol before blowing dried
under a stream of dry air. The drop-casting solution was prepared
by dissolving the as-prepared ink in 450 mL of absolute ethanol, and
then sonicated for >1 h. 3 mL of the solution was carefully drop-
casted on the macrodisk GC electrode, to produce a 4.2 g/m2 elec-
trode catalyst mass loading for each of the three ZnO morphologies
before allowing to dry for >15 min.

2.4.2. Hydrogen evolution reaction setup and procedures
The hydrogen evolution reaction (HER) measurements were

carried out in a borate buffered 0.5 M Na2SO4(aq) (�99.5%, anhy-
drous, Powder/Certified ACS, Fisher Scientific) solution, prepared
in ultrapure water (with a resistivity of 18.5 MX cm). The solution
pH was carefully adjusted to 7.0, by using boric acid and di-sodium
tetraborate (99.8% H3BO3 and 99.5% Na2B4O7 respectively, AnalaR�,
Bio-Strategy Limited). The buffer and pH level were carefully cho-
sen to ensure that the ZnO nanoparticles were stable throughout
the electrochemical experiments. ZnO nanorods were found by
Liu et al. to be stable in a borate buffered solution even at higher
pH levels between 9.5 and 12, exhibiting only minor morphological
changes after their photoelectrochemical studies [59]. A 5 mL ali-
quot of the as-prepared buffered aqueous solution was then added
into a glass beaker, and purged with nitrogen gas (>99.999%, Core-
gas) by bubbling (at a flow rate of 100 ccm) under intense stirring
(2000 rpm) for more than 15 min. The stirring rate was then
reduced to 1500 rpm, and the nitrogen line was lifted above the
solution to maintain a nitrogenated environment within the cell.
The modified GC electrode was then lowered into the solution to
commence the HER measurements. All measurements were
obtained vs. a Ag|AgCl|3 M KCl(aq) reference electrode (MF-2052,
BASi). A graphite rod (MW-4131, BASi) was used as the counter
electrode. To limit the built up of hydrogen bubbles, the HER mea-
surements were conducted with a fast constant stirring rate of
1500 rpm. The position of the electrodes was fixed across all mea-
surements to ensure consistency. Linear sweep voltammetry (LSV)
was carried out at a scan rate of 5 mV/s, starting at the open circuit
potential (OCP, ca. �0.15 V) and scanning in the negative direction,
with the cut-off current set at �850 mA, using a l-Autolab Type III
potentiostat (Eco-Chemie) controlled by a NOVA 1.11.2 software.
The currents, I, measured were divided by the surface area of the
GC electrode (surface area of 2.83 � 10�5 m2) to obtain the current
densities, J (which corresponds to �30 A m�2 at �850 mA).

3. Results and discussion

3.1. Phase observations

The X-ray diffraction patterns of the three ZnO morphologies
are presented in Fig. 1. Only one crystalline phase is present in
all three diffraction patterns, ZnO (JCPDS 01-089-1397) with a
wurtzite crystal structure (C6v

4 -P63mc) [60]. No other impurities
of the remaining precursors were detected in the samples, indicat-
ing that zinc acetate completely reacted to form ZnO during the
sol–gel synthesis method. The sharp peak intensities indicate that
the nanoparticles are crystalline in nature [61, 62].

3.2. Morphological observations

SEM micrographs of the ZnO nanoparticles are presented in
Fig. 2, and it can be seen that their morphologies are significantly
different. ZnO nanowires (Fig. 2a) were obtained when the pH level
of the solution during synthesis was adjusted to 8. When the pH
level was increased to 10, and then 12, with the concentration of
the Zn precursor remaining the same, the morphology altered from
wires to cuboids, and then to spheres, respectively. It is noticeable
that the increase in pH not only altered the morphology of the
nanoparticles but also significantly decreased their particle sizes
(Fig. 2b, c). To obtain micrographs with better resolution that
would assist with the precise morphological analysis of the
cuboids and spheres, TEM imaging of the samples was performed.

The change in morphology caused by the increase in pH during
the synthesis indicates that the concentration of OH� is the main



Fig. 2. SEM micrographs of (a) the ZnO nanowires (pH = 8), (b) nanocuboids
(pH = 10) and (c) nanospheres (pH = 12).

Fig. 3. Illustration of the proposed growth mechanisms of the as-prepared ZnO
nanoparticles by changing the concentration of OH� in the solution.
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factor influencing particle growth [63,64]. The higher the concen-
tration of OH� ions, the more growth units are available in the
solution. Therefore, at low pH levels (pH = 8) all the nuclei of
ZnO will preferentially grow along the crystal habit (c-axis) to form
wires (~900 nm in length as observed from the SEM image Fig. 2a).
As pH increases, the concentration of OH� ions increases in the
solution, and the growth of the crystal in different directions other
than the c-axis becomes more likely. Hence, at pH = 10 and 12 we
obtain nanocuboids and nanospheres, respectively. Fig. 3 illus-
trates the proposed growth diagram of the as-prepared ZnO
nanoparticles.

TEM micrographs of the ZnO nanocuboids and nanospheres are
presented in Figs. 4 and 5 respectively. It can be seen that the
nanocuboids have various sizes 40–90 nm, and the surface is
smooth, since no significant colour contrast is observed in the
micrographs indicating that the electron densities of the image
plane is uniform. The electron diffraction pattern (inset in
Fig. 4b) of the single nanocuboid in Fig. 4(b) shows that the nano-
cuboids are single crystals. As the concentration of OH� increases,
the ZnO nanoparticles change from cuboids to spheres. The size
of the spheres is quite uniform, ranging between 50 and 60 nm,
but they are not monodisperse (Fig. 5a). In Fig. 5(b) it is noticeable
that the surface of the nanosphere is quite disordered with areas of
dark and light grey throughout. This implies that the electron den-
sities in the nanoparticle’s image plane are uneven. This can be
caused by oxygen vacancies in the ZnO’s crystal lattice creating
either a disordered crystal or a polycrystalline nanoparticle which
is confirmed from the electron diffraction pattern (inset in Fig. 5b).
The respective pattern no longer consists of single spots as it did
for the nanocuboids (inset in Fig. 4b), indicating asymmetry in
the crystal orientations or the presence of a polycrystalline parti-
cle. The polydispersity of the nanocuboids and nanoshperes, as
well as their average particle size, is in agreement with the data
collected using small angle X-ray scattering (Figs. 1S and 2S,
Table 1), as discussed next.
3.3. Specific surface area calculations and particle size distribution

The specific surface area was calculated from SAXS data accord-
ing to the Beaucage method [49], as previously described in section
2.2. The unified fit to the SAXS data for all three morphologies of
ZnO allows us to determine the parameters necessary for the cal-
culation of the specific surface area (see Table 1). X-ray transmis-
sion measurements (ss = 0.08, 0.51, and 0.13 for wires, cuboids
and spheres respectively) during SAXS provide a measure of the
bulk density of the samples containing the ZnO nanoparticles
(4.7 � 10�5, 8.8 � 10�7, 2.5 � 10�8 g/cm3 for wires, cuboids and
spheres respectively) and the effective thickness of the sample
(0.0042, 0.0011, 0.0003 cm for wires, cuboids and spheres respec-
tively), u, was equal to 9.1 � 10�6, 1.7 � 10�7, 4.8 � 10�9 for wires,
cuboids and spheres, respectively. The total sample thickness (in-



Fig. 4. TEM micrographs of the (a, b) ZnO nanocuboids (pH = 10) and the inset
shows the electron diffraction pattern.

Fig. 5. TEM micrographs of the (a, b) ZnO nanospheres (pH = 12) and the inset
shows the electron diffraction pattern.
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cluding pore volume) was 0.1 cm, which was the actual thickness
of the sample holder that contained the ZnO powder. The reason
why the u is so small is due to the fact that the sample holder
had to contain the minimum amount of ZnO powder to avoid over-
saturation of the detector. The calculated specific surface areas (S),
together with the average particles size (A.P.S) are presented in
Table 1. The values of S for all three morphologies are similar.
Table 1
Parameters obtained for the calculation of the specific surface area (S) by modelling the SA
average particle size (A.P.S.) are also presented.

ZnO sample D Bs (cm�1Å6�D) Q (cm�1 Å

nanowires 2.146 0.000156 0.02203
nanocuboids 2.118 0.000035 0.00515
nanospheres 2.116 0.000154 0.02653
The nanocuboids exhibited the highest specific surface area of
36.1 ± 1.8 m2/g, whereas for the nanowires it was 35.6 ± 1.8 m2/
g and for the nanospheres it was 30.4 ± 1.5 m2/g. The average size
for the nanocuboids was 89 ± 5 nm (Fig. 7b), the nanospheres was
51 ± 3 nm (Fig. 8b) and the average cross section of the nanowires
was 79 ± 4 nm (Fig. 6b). The size distribution of the ZnO nanowires
and nanocuboids showed a peak at about 6 nm that can be attrib-
XS patterns using a unified fit. The values of the specific surface areas as well as the

�3) F (D) S (m2 g�1) A.P.S (nm)

2.0017 35.6 ± 1.8 79 ± 4 and 5 ± 1
2.0044 36.1 ± 1.8 89 ± 5 and 7 ± 1
2.0045 30.4 ± 1.5 51 ± 3
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uted to the presence of some smaller nanoparticles in their early
stage of growth. All SAXS patterns showed two diffraction peaks
at high q values (0.161 and 0.191 Å�1). These diffraction peaks
are more evident in the scattering pattern for the nanowires
(Fig. 1S) and become less intense for the nanocuboids (Fig. 2S)
and nanospheres (Fig. 3S), and are due to the high scattering nature
of the samples. Specifically, when the intensity at the edge of the
beamstop is high enough, then diffraction off the edge of the beam-
stop can occur, which will show in the scattering pattern of the
measured sample.
3.4. XPS analysis

XPS measurements were carried out to investigate the presence
of oxygen vacancies in the ZnO nanoparticles, which are directly
linked to enhanced catalytic activity [65,66]. These vacancies are
created by a combination of factors, such as the concentration of
OH� radicals present during the growth of the ZnO nanoparticles
and the environment in which the nanoparticles were calcined
[67]. Studies have shown that the concentration of OH� present
during the wet chemical synthesis of ZnO can create an increased
number of surface defects with increased concentration, whereas
calcining the nanoparticles in an oxygen environment, such as
air, decreases the formation of oxygen vacancies [68]. In the pre-
sent study, the concentration of OH� was varied during the synthe-
sis method, and the calcination environment was kept constant for
all three samples. Therefore, the created oxygen vacancies in the
ZnO nanoparticles are only related to the concentration of OH�

during synthesis.
The O1s spectra was deconvoluted and fitted to three specific

peaks [67], the Zn-O bond in the ZnO matrix (Olat) at ~530 eV,
oxygen vacancies (Ovac) at ~532 eV and oxygen that is chemically
adsorbed (Oads) at ~534 eV as shown in Fig. 6. Changes in the rel-
ative intensity of the Ovac peak are connected with the concentra-
tion of oxygen vacancies. It can be seen from Fig. 7 that as the
concentration of pH increases so do both the atomic ratio of Zn
to O, and the relative intensity of Ovac, indicating that a Zn rich
surface is created with increase in pH, with the nanospheres hav-
ing the highest number of oxygen vacancies on their surface. All
three samples exhibit a high Olat and low Oads intensity, indicat-
ing strong Zn–O bonding and low concentrations of chemically
adsorbed oxygen, respectively. The low concentration of chemi-
cally adsorbed oxygen in all three samples is due to their calcina-
tion in air at 600 �C for 4 h. The XPS survey spectra of the three
ZnO morphologies are presented in Fig. 4S, together with the cal-
culated atomic percentages of all elements present in the samples
(Table 1S).
Fig. 6. O1s XPS spectra for the (a) nanowires (pH = 8), (b) nanocuboids (pH = 10)
and (c) nanospheres (pH = 12). The spectrum is deconvoluted to three specific
peaks: the Zn � O bond in the ZnO matrix (OLat) centred at ~ 530 eV, the oxygen
vacancies (OVac) centred at ~ 532 eV and the oxygen chemically adsorbed (OAds)
centred at ~ 534 eV.
3.5. Electronic-structure calculation

Ab-initio Density-Functional Theory (DFT) was deployed to
show that the presence of the oxygen vacancies on the (0001) sur-
face of wurtzite ZnO (w-ZnO) decreased the band gap. The unit cell
of w-ZnO, and a top view of a 3 � 3 � 2 w-ZnO super-cell with O
vacancies on (0001) surface, are shown in Fig. 8(a and b), respec-
tively. The partial charge on Zn atoms in bulk w-ZnO is +1.18 |e|.
The partial charge on Zn atoms near the O-vacancy sites is around
+1.18 ± 0.04 |e|. Thus, there is no change in partial charge on the
atoms upon the introduction of a vacancy. However, in contrast,
there is a major change in band gap upon vacancy formation
(Fig. 8c). Bulk w-ZnO has a band gap of 3.28 eV, whereas the
3 � 3 � 2 w-ZnO super-cell with oxygen vacancies on its (0001)
surface has a markedly diminished band gap of 2.25 eV. Thus, from
a band-gap perspective, w-ZnO featuring an oxygen vacancy
appears to be substantially more useful in the present electrocat-
alytic circumstances. Indeed, these findings reflect more broadly
our DFT simulations finding that increasing oxygen vacancies con-
centrations tend to reduce band gaps.



Fig. 7. Atomic ratio of Zn to O and relative intensity of Ovac analysed from XPS
spectra for all ZnO nanoparticles synthesised at different pHs.
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3.6. Electrocatalytic performance of ZnO for hydrogen evolution
reaction

The linear polarisation curves of the current density (J) vs. the
bias potential (E) obtained from the first linear sweep voltammetr
(LSV) scan for all ZnO morphologies are presented in Fig. 9(a). The
bias potential E was corrected from the 3 M KCl(aq), to the reversi-
ble hydrogen electrode (RHE) electrode [69]. On all catalyst modi-
fied electrodes, a significant improvement in electrocatalytic
activity was observed (i.e. an improvement of ca. 380 mV at J =
�30 A m�2) in comparison to the control (unloaded carbon). A cur-
rent value of 850 mA corresponding to a current density, J, of
�30 A m�2 was attained at potentials of 2.23 V for the control,
1.88 V for the nanowires, 1.87 V for the nanocuboids, and 1.81 V
for the nanospheres (Fig. 9a and Table 2). The position of the poten-
tial at which a fixed current density of �30 A m�2 is attained,
EðJ¼�30 A m�2Þ is a reasonable measure of electrocatalytic perfor-
mance. Specifically for HER, the smaller the magnitude of
EðJ¼�30 A m�2Þ, the lower the energy needed to evolve hydrogen at
the same rate, resulting in a higher electrocatalytic performance.
Overall, the ZnO nanospheres exhibited the best electrocatalytic
Fig. 8. (a) unit cell structure of w-ZnO along with partial charge on the atoms, (b)
top view of 3 � 3 � 2 w-ZnO super cell with oxygen vacancies on (0001) surface, (c)
density of states for bulk w-ZnO and 3 � 3 � 2 w-ZnO super-cell with oxygen
vacancies on (0001) surface. Black and red lines denote two different spins of
electron.
performance for the first cycle. The trend in EðJ¼�30 A m�2Þ correlates
well with the presence of oxygen vacancies (Fig. 7), where the
higher the relative intensity of oxygen vacancies, the lower the
EðJ¼�30 A m�2Þ. The value of EðJ¼�30 A m�2Þ in our study could not be
inversely correlated to the specific surface area (S) of the ZnO
nanoparticles as normally expected, since all nanoparticles exhib-
ited relatively similar specific surface areas (Table 1). The perturba-
tion observed in the LSV (especially for the nanospheres) is
believed to be due to hydrogen bubbles continuously generated
during the measurements, which intermittently blocked the elec-
trode surface. Faster stirring rates for removing the generated bub-
bles could not be employed as it created a vortex in the solution.

Fig. 9(b) shows the stability of the potential EðJ¼�30 A m�2Þ for each
catalytic system over a total of 160 scans. Even though the nano-
spheres gave the best electrocatalytic performance for HER on
the first cycle, the HER performance degraded with consecutive
scans, with the nanocuboids showing a similar trend. For the con-
trol and nanowires, the electrocatalytic performance remained rel-
atively stable with consecutive HER cycles. The aggressive bubble
formation during the HER measurements gradually damaged the
structure of the ink across the modified electrode’s surface, by par-
tially exposing the surface of the GC electrode.

Overall, the electrocatalytic performance and the stability of the
catalyst loaded electrode systems are dependent upon a multitude
of factors, including: (i) The number of oxygen vacancies on the
Fig. 9. (a) current density (J) vs bias potential (E) linear polarisation curves obtained
from the very first hydrogen evolution linear sweep voltammetry (LSV) scan, (b)
potentials at � 30 A m�2 (E(J =�30 A m

�2
) ) vs consecutive LSV scan number (Scan #)

carried out under the same conditions showing the stability of the response with
increasing scans.



Table 2
The negative log of exchange current densities (�log|J0|), Tafel Slope, and the derived
charge transfer coefficient, a, analysed from the Tafel plots presented in Fig. 10.

Sample �log|J0 / A cm�2| Tafel Slope/mV dec�1 a

control 2.04 524 0.11
nanowires 4.30 254 0.23
nanocuboids 2.30 385 0.15
nanospheres 3.29 293 0.20
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catalyst surface, (ii) the specific surface area of the catalyst, (iii) the
aspect ratios of the catalysts loaded on the electrode, and (iv) the
interaction of the catalyst with the ink. In order to achieve the opti-
mal electrocatalytic performance and stability, these factors need
to be systematically investigated. This however is beyond the
scope of this study; but we plan to perform this investigation in
a future work.

Tafel plots of the three electrodes loaded with ZnO nanoparti-
cles with diverse morphologies are presented in Fig. 10, and were
derived from the linear polarisation curves in Fig. 9(a). The overpo-
tential (g) is derived by first correcting the potentials (vs. 3 M KCl
(aq) used) to the reversible hydrogen electrode (RHE) [69], and are
calculated using the Nernst equation:

g ¼ E� Eeq ¼ E� RT
F

lnðaHþÞ ; ð4Þ

where �ln(aH+) is essentially the pH, which is equal to 7 for this
work, and all potentials are relative to the RHE.

From the linear fit of the Tafel plots, the negative log of the
exchange current densities, the Tafel slope, and the charge transfer
coefficient (a) derived from the Tafel Slope [70] are summarised in
Table 2. The exchange current density (J0) represents the baseline
current in the absence of net electrolysis (i.e. at zero overpotential)
and follows the trend: nanowires � nanospheres < nanocuboids <
control. The Tafel slope is the amount of change in overpotential
(Dg) required to increase the HER current by an order of magni-
tude. The smaller this value, the better the kinetics of HER are on
the given modified electrode. The Tafel slope followed the trend:
nanowires < nanospheres < nanocuboids� control, suggesting
that all ZnO loaded electrodes exhibited greater HER kinetics com-
Fig. 10. Tafel plots of the nanowires, nanocuboids, nanospheres loaded in ink, as well as t
linear regression of the plots is represented by the darker dashed lines of the same colo
pared to the control, with the nanowires giving the highest HER
kinetics at 254 mV dec�1. The value of a signifies the fraction of
overpotential that influences the current density, and follows the
inverse trend of the Tafel slopes [71] summarised in Table 2.
4. Conclusions

A simple and cost-effective method for tailoring the morphol-
ogy of ZnO nanoparticles was proposed where no expensive instru-
mentation or chemical precursors were required. ZnO
nanoparticles, with three different morphologies, were synthesised
by applying a sol–gel method at room temperature. It was demon-
strated that sodium hydroxide is an effective shape controlling
agent for obtaining various morphologies of ZnO nanoparticles
and also for manipulating the number of oxygen vacancies in the
nanoparticles. All three ZnO morphologies produced higher elec-
trocatalytic activities (i.e. smaller magnitude of potential required
to maintain hydrogen evolution at �30 A m�2) and kinetics (lower
Tafel slope) towards the splitting of water (at pH = 7.0) compared
to the unloaded carbon control. This study is of great importance
both fundamentally and practically since it introduces a new sim-
ple and cost-effective method for developing nanocatalysts and
testing them as cathode materials for water splitting devices for
the production of hydrogen.
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