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Blind Separation for Multiple Moving Sources With
Labeled Random Finite Sets

Jonah Ong , Ba Tuong Vo , and Sven Nordholm

Abstract—This paper proposes a novel solution for separating
an unknown and time-varying number of moving acoustic sources
in a blind setting using multiple microphone arrays. A standard
steered-response power phase transform method is applied to
extract source position measurements, which inevitably contain
noise, false detections, missed detections, and are not labeled with
the source identities. The imperfect measurements lead to the
space-time permutation problem, as there is no information on
how the measurements are associated to the sources in space, nor
how the measurements are connected across time, if at all. To solve
this problem, a labeled random finite set tracking framework is
adopted to jointly estimate the source positions and their labels
or identities. Based on these trajectory estimates, a corresponding
set of time-varying generalized side-lobe cancellers is constructed
to perform source separation. The overall algorithm operates in a
block-wise or an online fashion and is scalable with the number
of microphone arrays. The quality of the measurements, tracking,
and separation, are evaluated respectively, with the OSPA metric,
OSPA(2) metric, and ITU-T P.835 based listening tests, on both
real-world and simulated data.

Index Terms—Blind source separation, multi-object tracking,
labeled random finite sets, acoustic localization, spatial filtering.

I. INTRODUCTION

IN MICROPHONE array processing, blind source separation
(BSS) is the estimation of source signals, using only the

received mixture signals with no information about the origi-
nal sources and the mixing process [1]. In a realistic auditory
scene, one of the main challenges for separating a mixture of
concurrent sources is not only that the sources are moving, but
also that the number of sources is unknown and time-varying,
i.e. new sources can appear and existing sources can disappear or
undergo silence periods. For static sources, established solutions
to BSS include independent component analysis (ICA) [2],
sparseness-based approaches [3], [4], and non-negative matrix
factorization (NMF) [5]. These methods can be extended for
moving sources by using a block-wise approach wherein moving
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sources are assumed to be static within a short time block
[6], [7].

An alternative and a more recent block-wise approach is
based on tracking of multiple moving sources, and followed
by spatial filtering for extracting the signal-of-interest (SOI)
from the estimated position/direction at each time [7]–[10].
One of the main difficulties in tracking an unknown number of
sources in a reverberant environment is that acoustic localization
measurements are subject to noise and false positives or negative,
i.e. spurious or missing measurements. Moreover, the more per-
tinent issue is the space-time permutation problem. As in space,
it is not known which measurements are connected to which
sources, and in time, it is not known how the measurements
are connected across time frames with respect to the sources.
Furthermore, the solution must cater for possible appearance
of new sources, movement of active or inactive sources, and
disappearance of existing sources.

Classical dynamic Bayesian estimation techniques such as
the particle filter have been applied to single source tracking
in [11]–[13]. For multiple sources, there is uncertainty not only
in the source position, but also in the number of sources, and the
latter is not accounted for within the classical Bayesian frame-
work [14]. Recent solutions for addressing multiple sources
have relied on adaptations of the Rao-Blackwellised Particle
Filter (RBPF) [7], [15], the Probabilistic Multiple Hypothesis
Tracker (PMHT) [9], and the Joint Probabilistic Data Associ-
ation (JPDA) filter [16]. The newer RFS framework based on
Finite Set Statistics (FISST) [17], offers a principled mechanism
to cater for an unknown and time-varying number of sources
in a Bayesian setting, and is directly applicable to acoustic
tracking [14]. The first RFS based solution for multi-source
acoustic tracking was proposed in [18]. Subsequent RFS-based
solutions have been proposed for multi-source acoustic tracking
with the Probability Hypothesis Density (PHD) filter [8], [19]–
[21], the Cardinalized PHD filter [22], the Cardinality-Balanced
Multi-Target Multi-Bernoulli filter [23], and the RFS Particle
Filter [24].

However, these above methods do not directly estimate source
tracks, which are source position estimates associated with a
common label. Consequently, they require a post-processing
step such as track management to resolve each track individually.
These methods are thus suboptimal in the sense that they solve
the space-time permutation problem separately. As the spatial
filtering module relies on accurate label or identity estimates, the
presence of labeling errors results in switching in the separated
signal estimates. Solving the space-time permutation problem
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jointly has the potential to significantly improve tracking per-
formance and hence separation performance. Furthermore, the
above mentioned approaches do not scale linearly in the number
of arrays used in the system, thereby making them imprac-
tical for online implementation when the number of arrays
is large.

In this paper, we propose a novel online solution for multi-
array BSS with an unknown time-varying number of moving
sources in a 3D auditory scene. Our solution follows the ap-
proach of first obtaining position measurements, then tracking
of multiple sources, and finally separation using spatial filter-
ing, all in an online or block-wise fashion. Source position
measurements obtained through Steered-Response Power Phase
Transform (SRP-PHAT) [25] exhibit the space-time permutation
issue, where it is not known which measurement (if any) is
connected to which source at the current time, nor which mea-
surements are connected to the same source across time. This
work is the first to formally address the space-time permutation
problem, using a labeled random finite set (RFS) approach [26]–
[28] to jointly estimate the number of sources, their positions and
their labels. The solution invokes the Multi-Sensor Generalized
Labeled Multi-Bernoulli (MS-GLMB) tracker [29], which is a
tractable linear complexity recursive filter for estimating the
source trajectories from raw measurements. The tracking es-
timates at each frame are used to construct a set of time-varying
beamformers, known as the Generalized Side-lobe Canceller
(GSC) [30], which are used for multi-source separation. The
proposed method is evaluated using real recordings and under
different reverberation times via simulation. We use the Optimal
Sub-Pattern Assignment (OSPA) which is a metric for two sets of
points [31], to evaluate the quality of the array measurements.
The tracking performance is evaluated using a variant of the
OSPA metric called the OSPA(2), which is a proper metric
for two sets of tracks [32]. Finally, we evaluate the separation
performance via subjective listening tests according to the ITU-T
P.835 methodology [33].

II. PROBLEM FORMULATION AND SOLUTION OVERVIEW

One of the main challenges in BSS for multiple moving
sources is the inherent space-time permutation problem, since
acoustic localization techniques are generally unable to identify
and produce exactly one measurement for each source. It is then
necessary to estimate the trajectory of each source from the
measurements, which entails knowing when a source appears
or enters the scene, disappears or exits the scene, and how its
position changes over each time instance. This is effectively
an online tracking problem where the objective is to estimate,
at each time instance, the number of sources, their positions
and unique labels. Knowledge of the correct source positions
and their labels is crucial, as it resolves the inherent space-time
permutation problem, thereby enabling the application of a set
of time-varying spatial filters to achieve source separation. The
underlying signal model and overview of the proposed solution
are given below.

A. Signal Model

We consider a scenario consisting of N(t) point sources
where each source is indexed by n∈{1, . . ., N(t)} with 3D
position denoted by αn(t)∈R3 at discrete time instance t. Each
source signal is denoted by sn, and all sources are assumed to
be mutually uncorrelated, i.e. the cross power spectral density
between two sources is zero. An array indexed by q∈{1, . . ., Q},
comprises Mq microphone elements. The source signals im-
pinge on each microphone element m∈{1, . . .,Mq} of array
q, and are corrupted with non-directional diffuse noise v(q,m).
The mixture signal at microphone (q,m) is represented by some
mapping function ρ of the source signals s1, . . ., sN(t), source
positions α1, . . ., αN(t), and noise v(q,m), evaluated at time t:

y(q,m)(t)=ρ
(
s1, . . ., sN(t), α1, . . ., αN(t), v

(q,m)
)
(t). (1)

For stationary sources in an invariant and homogeneous
acoustic environment, the mixture signal can be modeled via the
sum of the convolutions of source signals and the room impulse
response (RIR), which encapsulates the direct path (time-delay)
and multipath terms (reflections) between the sources and mi-
crophone element (q,m) [34], [35]. However when sources are
moving, the effective RIR becomes time-varying. To circumvent
this issue, we consider the source signal in blocks of frames:

sn(t)=

K∑
k=1

sn(t)wT (t− (k − 1)T )=

K∑
k=1

sk,n(t), (2)

wherewT is a window function of length T , and k is the index of
a time block/frame with lengthT . Specifically, we assume source
stationarity at each frame k of length T , i.e. αn(t)=αk,n and
N(t)=Nk for t=(k − 1)T, . . ., kT . Thus, the signal is filtered
by a new RIR for each time frame:

y(q,m)(t)≈
K∑

k=1

Nk∑
n=1

(sk,n ∗ h(q,m)
k,αk,n

)(t) + v(q,m)(t), (3)

where ∗ denotes convolution, and h
(q,m)
k,αk,n

denotes the RIR
between source n with position αk,n and microphone element
(q,m), at frame k. From this representation, each source signal
is assumed to be a point source (in a fixed position) in frame k,
which is filtered by a linear time-invariant system, where the time
invariance is assumed over the block at length T . For tractability
reasons, we focus only on the direct path term and approximate
the mixture signal as:

y(q,m)(t)≈
K∑

k=1

Nk∑
n=1

sk,n
(
t− τ(αk,n, u

(q,m))
)

4π||αk,n − u(q,m)|| +v(q,m)(t),

(4)
where || · || is the Euclidean distance, τ(αk,n, u

(q,m))�
c−1||αk,n − u(q,m)|| is the time delay between source n at
position αk,n and microphone (q,m) at position u(q,m)∈R3

(c is the speed of sound). Based on this model, the objective is
to estimate the individual source signals for every framek (frame
by frame) using only the mixture signals y(1,1), . . ., y(Q,MQ) and
no prior knowledge on the sources.
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Fig. 1. Processing Chain for the Proposed Method.

B. Overview of the Proposed Method

The processing chain of the proposed method is depicted
in Fig. 1. Raw microphone signals are segmented into frames
and transformed into the frequency domain. Then, acoustic
localization techniques that rely on source features such as
direction-of-arrivals (DOAs), are used to acquire the source
position candidates at each frame. The position candidates from
each array are subjected to noise (disturbance), they may not
reflect a source that is present (false negative), and some may
not correspond to any source (false positive). Above all, there is
a space-time permutation problem because the acquired position
candidates from each array are unidentified (without labels)
across time. As a result, there is no trajectory information on
the sources, and spatial filtering cannot be applied for source
separation. To remedy this, spatial distributions of the position
candidates from all arrays are exploited to jointly estimate the
number of sources, their positions and labels for each frame. The
estimation of the source labels is important because it resolves
the permutation ambiguity. Based on this information, a series
of time-varying spatial filter can be constructed using the direct
path model for source separation. The proposed method can be
broken down into 3 stages: signal pre-processing, multi-source
tracking and source separation.

In the first stage, raw microphone signals y(1,1), . . ., y(Q,MQ)

from all arrays are pre-processed into frames of data in the fre-
quency domain using the short-time Fourier transform (STFT).
For each frame, we use the Steered-Response Power Phase
Transform (SRP-PHAT) [25], and apply a region search algo-
rithm known as Stochastic Region Contraction (SRC) proposed
in [25], to obtain 3D position candidates from each array.
Due to noise, false positives, false negatives, and the space-
time permutation problem, the obtained source position candi-
dates from all arrays are not fit for spatial filtering to achieve
source separation.

In the second stage, we employ a Bayesian state estimation
framework that processes the obtained position candidates from
all arrays, herein referred to as the multi-array measurements,
and produces estimates of the source positions and labels at each
frame. The tracking filter works by recursively propagating a
posterior density which characterizes the uncertainty of a set of
labeled states given all multi-array measurements up to the cur-
rent time. This framework accounts for noise, false positives and
false negatives in the multi-array measurements. Source labels,
motions, appearances and disappearances are also incorporated
into the formulation. The joint estimation of the source labels
and positions resolves the space-time permutation problem.

In the third stage, source separation is achieved via construct-
ing a type of spatial filter known as the Generalized Side-lobe
Canceller (GSC) for each frame. The GSC aims to emphasize
and separate the source of interest while actively cancelling
interfering sources. In order to do this, it is necessary to have
the estimated source positions and the labels at each frame,
which is provided by the proposed tracking solution. In addition,
we utilize the GSC signals to construct a time-frequency mask
for enhancing the separated signals. Finally, the time-domain
separated signals are recovered using the inverse STFT.

III. SIGNAL PRE-PROCESSING

This section describes the segmentation of raw signals into
frames of data using the short-time Fourier Transform (STFT),
followed by the use of Steered-Response Power Phase Trans-
form (SRP-PHAT) combined with Stochastic Region Contrac-
tion (SRC) to obtain the 3D source position candidates. The
shortcomings of the obtained position candidates are outlined
and discussed.

A. Short-Time Fourier Transform (STFT)

Each raw microphone signal y(q,m) is segmented into
y
(q,m)
1 , . . ., y

(q,m)
K via:

y
(q,m)
k (t) = y(q,m)(t+ (k − 1)T )wT(t), (5)

where wT is a selected window function of length T . The win-
dow function is chosen such that it captures enough information
while reducing signal discontinuities at the edges, e.g. a Hann
window wT (t)=0.5− 0.5cos(2πt/T ), t = 0, . . . , T−1. We
denote the discrete short-time Fourier transform of y(q,m)

k (t) by

Y
(q,m)
k (λ) where λ is the frequency bin index. To represent the

segmented frequency-domain raw signals from all microphones
at array q in a compact form, we stack them into a vector:

Y
(q)
k (λ) =

[
Y

(q,i)
k (λ)

]Mq

i=1
(6)

B. Steered-Response Power Phase Transform (SRP-PHAT)

Steered-Response Power Phase Transform (SRP-PHAT) is an
acoustic source localization solution well known for its robust
performance in adverse acoustic environments [36]. The SRP
is the output power of a delay-and-sum beamformer that is
steered to a set of source positions which are defined under
a specified spatial grid [25]. The Phase Transform (PHAT) is
a weighting technique to avoid peak spreading in the SRP by
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Fig. 2. SRP-PHAT Measurements.

emphasizing the phase information of the involved signals [25].
Given Y (q)

k received at array q, the spatial power that emanates
from the direction of the source locationαk∈R3 at each framek,
is computed using Steered-Response Power (SRP) with PHAT
by [25]:

P(q)
k (α) =

Mq−1∑
a=1

Mq∑
b=a+1

∑
λ

Y
(q,a)
k (λ)Y ∗(q,b)

k (λ)∣∣∣Y (q,a)
k (λ)Y ∗(q,b)

k (λ)
∣∣∣

× ejωλ(τ(α,u(q,b))−τ(α,u(q,a))), (7)

where ωλ = 2π(λ − 1)Fs/T (Fs is the sampling frequency),
the PHAT weighting is the inverse magnitude of the frequency
components of the involved signals, and the exponential term is
responsible for time-aligning the microphone signals based on
time-difference-of-arrival. Searching for multiple local maxima
of (9) at any frame k corresponds to source position candidates
that are present at that time frame. However, this process is
computationally expensive as it involves a large search space.

C. Stochastic Region Contraction (SRC)

Using the computationally efficient SRC algorithm [25], the
3D source position candidates are obtained via peak-picking
SRP-PHAT for every array with a certain threshold. For each
array q, we denote the collection of the position candidates as a
measurement set:

Z
(q)
k = {z(q)k,1, . . ., z

(q)

k,|Z(q)
k |}, (8)

where |Z(q)
k | denotes the number of measurements (see Fig. 2).

For multiple arrays, we define Zk�(Z
(1)
k , . . ., Z

(Q)
k ) as the

multi-array measurements. The multi-array measurements are
utilized to deduce the optimal positions of the sources. How-
ever, due to nonlinearity, noise and reverberation (in real-world
conditions), the multi-array measurements have the following
issues:
� A measurement z(q)k obtained from a single array (if it is

generated by a source) is noisy after undergoing a highly
nonlinear transformation.

� The multi-array measurements contain false positives,
which are measurements not generated by any active
source; and false negatives, which are missing measure-
ments even when sources are active.

� Furthermore, we are faced with the inherent space-time
permutation problem as the multi-array measurements are
unordered and have no identities/labels. Specifically, in
space, it is not known which individual measurement in

the sets Z(1)
k , . . ., Z

(Q)
k is generated by which source. In

time, it is not known how an individual measurement
from the sets Z(1)

k , . . ., Z
(Q)
k at the current frame, to the

sets Z(1)
k+1, . . ., Z

(Q)
k+1 at the next frame, is connected with

respect to an existing source. Also, the appearance of a
new active source or the disappearance of an existing active
source is unknown.

IV. TRACKING OF MULTIPLE SOURCES

This section presents a labeled RFS solution for estimating
the source trajectories from the source measurements thereby
addressing the space-time permutation problem. The solution
entails the recursive multi-source Bayes filter, which requires
specification of the multi-source transition and multi-array like-
lihood models. A tractable implementation is given in the form
of the Multi-Sensor Generalized Labeled Multi-Bernoulli filter.
These are summarized as follows.

A. Multi-Source Bayesian Tracking Filter

Given the multi-array measurements Zk�(Z
(1)
k , . . .,Z

(Q)
k ),

the objective is to estimate the number of the sources, their
positions and labels at each frame k. In order to do so, it is
necessary to have a stochastic model to characterize the time-
varying nature of the number of sources and the individual source
positions, which arises due to source appearance, disappearance
and physical motion. Similarly, it is necessary to have a stochas-
tic model to characterize the multi-array measurements as the
number of measurements for each array is also time-varying,
partly because the number of sources is time-varying, but also
because the measurements are subjected to noise, false negatives
and false positives.

A random finite set (RFS) is a natural representation for
the collection of source positions (with labels), and for each
of the array measurements, because an RFS is essentially a
set-valued random variable, wherein the number of points as well
as the values of individual points are random [17], [18], [26]. In
order to develop an online solution for estimating the number
of sources, their positions and labels based on RFS modeling
for each frame, we cast the problem into a recursive Bayesian
estimation framework.

In the context of this framework, source appearances and
disappearances are referred to as source births and deaths re-
spectively, while false negatives and false positives are referred
to as missed detections and false detections respectively. Recall
that the time permutation problem arises due to source motions,
appearances and disappearances, while the space permutation
problem arises due to the absence of labels in the array mea-
surements, which are also subjected to noise, missed and false
detections. The space-time permutation problem is referred to
as the data association problem and can be addressed using the
RFS tracking framework. Fig. 3 gives an illustration of the array
measurements prior to tracking as well as the desired result after
tracking is applied.

Each source at frame k has a state denoted by xk�(xk, �),
where xk�(αk, α̇k) is a vector capturing the 3D position and
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Fig. 3. Two sources appear at frame k−1 and persist until frame k+1, while a
third source appears at k and persists until k+1. (a) Illustration of measurements
from two arrays, Z(1) and Z(2) (time subscript k is suppressed). (b) Illustration
of desired tracking result to resolve the space-time permutation problem.

velocity of the source, and � is a unique label from a discrete
space L. Note that the velocity component is an auxiliary
variable needed for the state transition model in the Bayesian
framework. The states of multiple sources at each frame k, are
represented as a finite set:

Xk = {xk,1, . . .,xk,Nk
}, (9)

herein referred to as a multi-source state. Note that the existence
of unique labels in the multi-source state means that consecutive
states with the same label across frames constitute the trajectory
of the source movement (see Fig. 3(b)).

The RFS representation of Xk naturally accounts for the
movements of active sources, births of new sources and deaths
of existing sources, while the RFS representation of the sets
Z

(1)
k , . . .,Z

(Q)
k naturally accounts for, noise, missed detections,

and false detections in the measurements across all arrays. In
Bayesian RFS tracking, the aim is to estimate frame-by-frame
(recursively) the multi-source state Xk, given the multi-array
measurements obtained from the beginning of time up to the
current time frame k, i.e. Z1:k �(Z1, . . ., Zk). The solution is
the multi-object Bayes filter, which is a recursive mechanism
that computes the probability density of Xk given Z1:k [26].
In the context of Bayesian filtering, this probability density is
referred as the filtering density denoted by πk|k(Xk|Z1:k). At
any given frame k, all uncertainty in the multi-source state Xk

given Z1:k, is captured in πk|k(Xk|Z1:k) [26].
The propagation of the filtering density is a recursive two-step

procedure. The first step is the time update of the current filtering

density πk|k(Xk|Z1:k) via [26]:

πk+1|k(Xk+1|Z1:k)=

∫
f(Xk+1|Xk)πk|k(Xk|Z1:k)δXk,(10)

where the integral is not the usual Euclidean notion of integra-
tion, rather it is a set integral defined under Finite Set Statistics
(FISST) for dealing with RFSs in a mathematically consistent
manner [37], and f(Xk+1|Xk) is known as the multi-source
transition density which gives the probability density that multi-
source stateXk at frame k transitions toXk+1 at the next frame
k + 1. The multi-source transition density is formulated based
on a stochastic model that encapsulates all possible source births,
deaths and motions, i.e. the time permutation aspect. The details
of this transition model are further discussed in Section IV-B.
Consequently, the time-updated density (13) characterizes the
transition of Xk to Xk+1, given all multi-array measurements
Z1:k up to the current time frame, and addresses the time per-
mutation part of the data association problem. The second step
is the data update of πk+1|k(Xk+1|Z1:k) with the multi-array
measurements Zk+1 obtained at frame k + 1 via [26]:

πk+1|k+1(Xk+1|Z1:k+1) =

g(Zk+1|Xk+1)πk+1|k(Xk+1|Z1:k)∫
g(Zk+1|Xk+1)πk+1|k(Xk+1|Z1:k)δXk+1

, (11)

where g(Zk+1|Xk+1) is known as the multi-array measurement
likelihood which gives the probability density of the multi-
array measurements Zk+1, given the multi-source state Xk+1.
Themulti-array measurement likelihood is formulated based on
a stochastic model that encapsulates noise, detections, missed
detections, false detections and association uncertainty, i.e. the
space permutation aspect, in the obtained multi-array measure-
ments. The details of this multi-array measurement model are
given in Section IV-C. The data-updated density (14) contains all
information about the number of sources and their states (with la-
bels) at the next time framek + 1, conditioned on the multi-array
measurements up to that frame. This step consequently addresses
the space permutation part of the data association problem.

In summary, the combination of both time-update and data-
update steps in the propagation of the filtering density solves the
space-time permutation problem. To obtain a multi-source state
estimate at each frame, which contains the estimated number
of sources, their positions and labels, a conventional Bayesian
multi-source estimator is applied to the filtering density at
each frame. The closed-form representation of the filtering
density and the implementation of the filter, i.e. the tractable
(recursive) propagation of the filtering density, are discussed in
Section IV-D.

B. The Multi-Source Transition Model

The function f(·|·) is a probability density function charac-
terizing all possible source births, deaths and motions that take
place in the transition of a multi-source state from one frame to
the next [26]. The functionf(·|·) is parameterized as per Table II,
and explanations of these parameters are given as follows.

Given the multi-source state Xk, each state xk�(xk, �) ∈
Xk either survives with probability PS and transition to a new
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TABLE I
PARAMETERS FOR THE MULTI-SOURCE TRANSITION DENSITY (15)

TABLE II
PARAMETERS FOR THE MULTI-ARRAY MEASUREMENT LIKELIHOOD (17)

state (xk+1, �) that inherits the same label whose uncertainty is
captured by the transition density fS(xk+1, �|xk, �), or dies with
probability 1−PS . At this next time, a set of new sources de-
noted by Bk+1 with labels {� : (xk+1, �) ∈ Bk+1} can be born
or appear individually with probability rB(�) and distributed
according to the birth density pB(·, �). Recall that labels of a
multi-source state are distinct/unique for all frames, hence a
label is defined as �=(ς, ι)∈Lk, where ς∈{k} denotes the time
frame of birth and ι∈N denotes the index of source born at the
same time [26] (see Fig. 3 (b) for illustration). Consequently,
the label space for sources at frame k is constructed recursively
by L0:k=L0:k−1∪Lk.

The multi-source state Xk+1 is the superposition of the
surviving sourcesW k+1 and the new born sourcesBk+1, which
are assumed to be statistically independent. Let fS(W k+1|Xk)
and fB(Bk+1) be the probability densities of the survivability
of Xk to W k+1, and the new born sources Bk+1 respectively,
then themulti-source transition density is given by [26]:

f(Xk+1|Xk)=fS(W k+1|Xk)fB(Bk+1) . (12)

The product in (15) presents a model for addressing the time per-
mutation problem. In particular, source appearance, disappear-
ance and motion are considered to be statistically independent.
However, labels are kept the same for sources that move and
continue to be active, and appearing active sources are assigned
a new distinct label, while deactivated sources are removed. The
derivation of (15) is beyond the scope of this paper, but interested
readers are referred to [26].

C. The Multi-Array Measurement Likelihood Model

The function g(·|·) is a probability density function character-
izing noise, missed detections, false detections and association
uncertainty in the multi-array measurements. The function g(·|·)
is parameterized as per Table III, and explanations of these
parameters are given as follows.

Given the multi-source state Xk, each xk=(xk, �k)∈Xk

is either detected at array q with probability P (q)
D and gener-

ates a detection z
(q)
k ∈Z(q)

k with likelihood g(q)(z
(q)
k |xk, �k),

or missed detected with probability 1−P (q)
D . The detection

process also generates false detections at array q, conventionally
characterized by an intensity function κ(q)(·)�λ

(q)
FDU(·) on the

measurement space [17], [26]. The number of false detections is

modeled by a Poisson distribution with mean λ
(q)
FD, and the false

detections themselves are uniformly distributed in the measure-
ment space according toU(·). In standard multi-source tracking,
it is standard to assume that the detections are statistically
independent from the false detections [26].

A single-array association θ(q)k ∈Θ
(q)
k is defined as a mapping

from the source labels to the measurement indexes, i.e. θ(q)k :{�k :
(xk, �k)∈Xk}→{0: |Z(q)

k |}. Note that Θ(q)
k is the space of all

mappings, such that no two distinct arguments are mapped to the
same positive value [26]. This property ensures each detection
comes from at most one source. For example, θ(q)k (�k)>0 cor-

responds to source �k generating detection z(q)
k,θ

(q)
k (�k)

at array

q, while θ(q)k (�k)=0 means source �k is misdetected at array
q. For multiple arrays, a multi-array association is the vec-
tor θk � (θ

(1)
k , . . ., θ

(Q)
k )∈Θk of all single-array associations

having the same aforementioned positive one-to-one property,
where Θk�Θ

(1)
k ×. . .×Θ

(Q)
k is the space of all possible multi-

array associations [29].
Under the assumption that the set Z(q)

k at array q is condi-
tionally independent from those at other arrays, the multi-array
measurement likelihood is given by [29]:

g(Zk|Xk)∝
∑

θ
(1)
k ∈Θ(1)

k

, . . .,
∑

θ
(Q)
k ∈Θ(Q)

k

∏
(xk,�k)
∈Xk

Q∏
q=1

ψ
(q,θ

(q)
k (�k))

Z
(q)
k

(xk, �k) ,

(13)
where

ψ
(q,j)

Z
(q)
k

(xk, �k)=

⎧⎪⎨
⎪⎩

P
(q)
D g(q)

(
z
(q)
k,j |xk,�k

)

κ(q)
(
z
(q)
k,j

) , j >0

1− P
(q)
D , j =0

. (14)

It is important to note that the nested sum in (17) indicates
the enumeration of all possible multi-array associations, thereby
taking into account all possible combinations of missed detec-
tions, false detections and the source detections. In other words,
the nested sum in (17) presents a model for addressing the space
permutation problem by considering all possible mappings of
position candidates to source labels. The derivation for (17) is
beyond the scope of this paper, but interested readers are referred
to [17], [26], [29].

D. The Multi-Sensor Generalized Labeled Multi-Bernoulli
(MS-GLMB)

Under the transition and measurement models as described
above, the time-updated and data-updated (filtering) densities
admit a closed-form solution via the Generalized Labeled Multi-
Bernoulli (GLMB) density [26], [27], [29]:

π(Xk)=Δ(Xk)
∑

θ1:k∈Θ1:k

ω(θ1:k)(L(Xk))
∏

xk∈Xk

p(θ1:k)(xk), (15)

where L(Xk)�{� : (xk, �)∈Xk}, Δ(·) is a distinct label
indicator, i.e. Δ(Xk)=1 if and only if the cardinality
|L(Xk)|= |Xk|, θ1:k∈Θ1:k is the history of multi-array as-
sociation mappings up to frame k, i.e. θ1:k�(θ1, . . ., θk). Each
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ω(θ1:k)(L(Xk)) is a non-negative weight such that∑
L⊆L0:k

∑
θ1:k∈Θ1:k

ω(θ1:k)(L) = 1, (16)

and can be interpreted as the probability of sources with label
set L(Xk) being active, as well as being associated with the
detections given by the association history θ1:k. Each p(θ1:k)(·, �)
is a probability density of the source state with label � and associ-
ation history θ1:k, where p(θ1:k)(xk, �) is the probability density
of the source with label � being located at state xk = (αk, α̇k).

In plain terms, the GLMB (20) can be interpreted as a mixture
model, i.e. a weighted sum of the products of single-source
probability densities, where each weight is a function of the
labels in the multi-source state. From an implementation stand-
point, the number of terms in the mixture grows exponentially
over time, partly due to the enumeration of all possible multi-
array associations at each time frame. To maintain tractability,
pruning of the terms with low weights is required, and has
been shown to minimize the L1 approximation error [29]. The
Multi-Sensor GLMB (MS-GLMB) filter offers a polynomial
time implementation mechanism that generates highly weighted
components without exhaustive enumeration of the sum in (20),
which has a linear complexity in the sum of the total number
of measurements across all arrays [29]. A multi-source state
estimate can be obtained from the GLMB posterior density via
a simple GLMB estimator [27], [29]. Since we only require
the position component of the single-source state, the estimated
multi-source state X̂k at frame k is:

X̂k = {(α̂k,1, �̂1), . . ., (α̂k,|X̂k |, �̂|X̂k |)}, (17)

where N̂k= |X̂k| is the estimated number of sources.

V. SOURCE SEPARATION

This section describes the use of the multi-source state esti-
mate from the MS-GLMB filter to construct a Generalized Side-
lobe Canceler (GSC) for source separation. For post-processing,
we adopt a time-frequency masking step to further suppress
interfering speech.

A. Spatial Filtering

At each frame k, the tracking filter provides the multi-source
state estimate X̂k, which contains the estimated source positions
and labels from the available data. The combination of source
positions and labels constitutes the estimated source tracks,
thereby solving the space-time permutation problem that arises
from the multi-array measurements as depicted in Fig. 3. With
this information, we design a set of spatial filters that is changing
at each frame depending on X̂k, based on a free space near-field
room model. We adopt a variant of the linearly constrained
minimum variance beamformer called the Generalized Side-
lobe Canceler (GSC). A GSC is a constrained beamformer that
has been converted to a non-constrained design by means of a
blocking matrix [30]. The GSC contains two parts: a beamformer
that determines the response of the source of interest (SOI), and

Fig. 4. Spatial Filtering via Generalized Side-lobe Canceler (GSC).

a mechanism that blocks the SOI from entering the canceler.
Fig. 4 shows a block diagram of the GSC.

In the first part, we use a beamformer that emphasizes the
direction of the SOI specified by label �̂i with position α̂k,i,
while nulling other interfering sources specified by {(α̂k,j , �̂j)∈
X̂k}N̂k

j=1 for i 	=j. For each TF point (λ, k), the weight of the

beamformer Ŵ (q)

k,�̂i
(λ) is given by:

(
D

(q)

k,X̂k
(λ)

)H

Ŵ
(q)

k,�̂i
(λ) = rN̂k

(�̂i)

Ŵ
(q)

k,�̂i
(λ) =

((
D

(q)

k,X̂k
(λ)

)H
)†
rN̂k

(�̂i), (18)

where the operator H is the Hermitian transpose, the dagger †
denotes the Moore-Penrose pseudo-inverse, rN̂k

is a selection
vector whose dimension varies depending on the estimated
number of sources N̂k, i.e. rN̂k

(�̂i)=[δ�̂1(�̂i), . . . , δ�̂N̂k

(�̂i)]
T

such that δi(j)=1 if i=j and zero otherwise, and

D
(q)

k,X̂k
(λ)=

⎡
⎢⎢⎢⎣
ejωλ(τ(α̂k,1,u

(q,1)))· · · ejωλ

(
τ(α̂k,N̂k

,u(q,1))
)

...
. . .

...

ejωλ(τ(α̂k,1,u
(q,Mq)))· · ·ejωλ

(
τ(α̂k,N̂k

,u(q,Mq))
)

⎤
⎥⎥⎥⎦, (19)

is a matrix with columns representing the steering vectors for
each estimated source. The number of columns depends on
the estimated number of sources N̂k. Note that if N̂k=1, (23)
reduces to the classical delay-and-sum beamformer.

The second part involves a blocking matrix that is defined to
be the orthogonal complement to (Ŵ

(q)

k,�̂i
(λ))H [30]:

B
(q)

k,�̂i
(λ)=I−Ŵ (q)

k,�̂i
(λ)

[(
Ŵ

(q)

k,�̂i
(λ)

)H

Ŵ
(q)

k,�̂i
(λ)

]−1(
Ŵ

(q)

k,�̂i
(λ)

)H

,

(20)
where I is an identity matrix. Subsequently, the weight vector of
the GSC is defined by:

G
(q)

k,�̂i
(λ) = Ŵ

(q)

k,�̂i
(λ)− B

(q)

k,�̂i
(λ)Vk(λ), (21)

where

Vk,opt(λ) =

argmin
V

k∑
η=1

γk−η

∣∣∣∣(Ŵ (q)

η,�̂i
(λ)− B

(q)

η,�̂i
(λ)V

)H

Y (q)
η (λ)

∣∣∣∣
2

, (22)

γ ∈ [0, 1] is a positive constant. Eq. (27) can be solved recur-
sively using recursive least squares [38].
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The output of the GSC for estimated source label �̂i at each
TF point (λ, k) and array q is given by:

S
(GSC,q)

k,�̂i
(λ) =

(
G

(q)

k,�̂i
(λ)

)H

Y
(q)
k (λ). (23)

B. Post-Processing: Time-Frequency Masking

To improve the quality of the separated source signals, we ex-
ploit the spatial-spectral content of the GSC signals to construct
a time-frequency (TF) mask following the approach in [39].
The construction of the TF mask relies on the assumption
that the power spectrum of S(GSC,q)

k,�̂i
(λ) is dominated by its

corresponding source �̂i. For each source �̂i, a TF binary mask
M(q)

k,�̂i
is constructed by comparing the relative power of the

SOI to each of the interfering sources, with the intention of
suppressing the interference. The estimated source is given by
Ŝ
(q)

k,�̂i
(λ) = Mk,�̂i

(λ) · S(GSC,q)

k,�̂i
(λ), and the time-domain signal

ŝ
(q)

�̂i
is given by the inverse STFT. In separating the source, we

simply select the closest array to the estimated source position
at each frame.

VI. EXPERIMENTS

In this section, we present the evaluations of the obtained
multi-array measurements, the tracking filter performance, and
the source separation performance on real data recorded in a
physical room. Based on the same setting, we go further in
evaluating the tracking and separation performance on simulated
data with different reverberation times. The experimental setup
is summarized in Section VI-A. The parameters used for the pro-
posed method are explained in Section VI-B. Subsequently, we
evaluate the quality of the SRP-PHAT multi-array measurements
in Section VI-C, followed by the tracking performance of the
multi-source Bayesian filter in Section VI-D, and the separation
performance in Section VI-E.

A. Experimental Setup

The experiment is conducted in a 7.67m× 3.41m× 2.7m en-
closed room with reverberation measured at T60 ≈ 0.25s using
4 linear arrays of 6 microphones (total of 24 mics), where all
microphones are calibrated to the same gain/sensitivity. These
microphones are connected into 3 RME-OctaMic 8-channel
pre-amps. Each pre-amp is daisy-chained via MADI cables into
the computer. All 4 microphone arrays are placed at the sides of
the room as shown in Fig. 5.

As our proposed method is capable of handling an unknown
number of moving sources, we design the experiment such that
an active source (female speech) first appears in the scene and
starts moving, followed later by another 2 active sources (male
and female speech). It is also important to point out that the times
at which these sources appear and disappear from the scene are
unknown. The movement of each individual source is annotated
by hand and the trajectories of the sources are illustrated in
Fig. 5. In recording the source signals, we traverse each source
according on the indicated path so that we can evaluate the

Fig. 5. Experimental Room Setup.

tracking results. Note that the sources are continuously active
with typical short pauses in speech.

To evaluate the performance of the proposed method with
different reverberation times, i.e. T60=0.05s, 0.25s, 0.55s, we
use the Image Source Model (ISM) [34], [35] to simulate the
acoustic room response for these reverberation times. The move-
ments of the sources are the same as the annotated (ground-truth)
trajectories in Fig. 5, and the source signals are convolved
with simulated room impulse responses using a 512-sample
block length.

B. Parameters Breakdown

1) Multi-Array Measurements: The microphone signals are
sampled at Fs=16 kHz and subjected to high-pass filtering
with 1 kHz cutoff to minimize the impact of reverberation on
the multi-array measurements. The STFT of the raw signals
is performed with a Hann window of frame length T=512,
where each frame increment corresponds to a 32 ms time block.
The multi-array position measurements are obtained via peak-
picking with an empirically selected threshold.

2) Multi-Source Bayesian Tracking Filter: Recall that the
parameters of the multi-source transition density are shown
in Table II of Section IV-B. In audio speaker tracking where
speech typically has short pauses, the Langevin model [11],
[18], [40] is an appropriate choice for acoustic speaker
tracking [12]. The motion model has the following state
space equations [40]: αk+1 = αk + φα̇k, α̇k+1 = e−βφα̇k +
ν
√
1− e−2βφΞk, where αk and α̇k are the 3D position and

velocity vectors respectively, β is the rate constant that controls
the rate at which the velocity decays, ν is the steady-state
root-mean-square velocity constant, φ is the discretization time
step interval and Ξk is the process noise. The process noise
Ξk models random disturbances in the state transition, and Ξk

is a 3-dimensional Gaussian random vector with zero mean
and covariance σΞσ

T
Ξ , where σΞ is a column vector of the

component standard deviations. Note that each component ofΞk

is a Gaussian random variable that is statistically independent
of one another and across time.

Based on this motion model, we specify the single-source state
transition density as fS(xk+1|xk) = N (xk+1; Fxk,RR

T ),
where xk�(αk, α̇k), N ( · ; Fxk,RRT ) is a Gaussian pdf
with mean Fxk and covariance RRT , F = Fpseudo ⊗ I3, R =
Rpseudo ⊗ I3, I3 an identity matrix of 3 dimensions, ⊗ is the
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Kronecker product, and

Fpseudo =

[
1 φ

0 e−βφ

]
Rpseudo = σΞ

[
0

ν
√
1− e−2βφ

]
.

In the experiment, the values of the Langevin model pa-
rameters are set to β=10s−1, ν=1ms−1, and φ=32ms. The
noise standard deviation is σΞ=[4.7, 4.7, 0.7]Tms−1, where the
z-component standard deviation is lower than that of the other
components because movements in the z-axis are small. A high
probability of survivalPS=0.999 is selected as existing sources
are likely to be persist.

The birth parameters are given by {rB(�i), pB(·, �i) �
N (·;μ(i)

B , P
(i)
B )}3i=1, where rB(�i) is the birth probabil-

ity of a source with label �i and pB(·, �i) is the birth
probability density which is a Gaussian with mean μ

(i)
B

and covariance P
(i)
B . The Gaussian mean is a vector

containing the expected location of source birth while
the associated covariance specifies its spatial uncertainty.
In the experiment, the values of these parameters are:
rB(�1)= rB(�2)=rB(�3)=0.005,μ(1)

B = [5.0 1.0 1.8 0 0 0]T ,

μ
(2)
B = [4.0 3.0 1.5 0 0 0]T , μ(3)

B = [2.5 0.5 1.5 0 0 0]T , P (1)
B =

P
(2)
B =P

(3)
B = diag([0.15; 0.15; 0.15; 0.15; 0.15; 0.15]T)2. Note

that the Gaussian means have units of m for the 3D position
components and ms−1 for the 3D velocity components.

Subsequently, recall that the parameters of the multi-array
measurement likelihood are shown in Table III of Section IV-C.
The obtained array measurements are noisy in nature. Hence,
each measurement from each array z(q)k is related to the source

state xk via the measurement equation: z(q)k = Hxk + ζ
(q)
k

where q=1, . . ., Q, H=[I3, 0], and ζ(q)k is an additive Gaussian
random vector that is used to model noise in the measurement.
Similar to the process noise, ζ(q)k is a 3-dimensional Gaus-
sian random vector with zero mean and covariance σζ(q)σT

ζ(q) ,
where σζ(q) is a column vector of the component standard
deviations. Note that each component is a Gaussian random
variable that is statistically independent of one another and
across time. Based on this measurement model, the single-
source likelihood for each array q is given as: g(q)(z(q)k |xk) =
N (zk

(q); Hxk, σζ(q)σT
ζ(q)). In the experiment, the noise stan-

dard deviation vector is set to σζ(q) = [0.1, 0.1, 0.1]Tm for

q=1, . . ., Q. The probability of detection P
(q)
D = 0.6 for q=

1, . . ., Q is chosen to reflect the quality to the obtained mea-
surements. The intensity functionκ(q)(·)= U(·) for q=1, . . ., Q
denotes an average of 10 false detections per frame where each
individual false detection is uniformly distributed in its space.

3) Source Separation: In the separation module, the STFT
of the raw microphone signals is performed with a 1024-sample
Hann window with 50% overlap to reduce the effect of window-
ing [41]. Since STFT from a 1024-sample with 50% overlapping
window corresponds to the same number of frames as STFT
from a 512-sample window with no overlapping, the frames
are synchronized from the tracking module to the separation
module, so that tracking estimates obtained at each frame are
used for the separation accordingly.

Fig. 6. Observed measurements projected onto 2D ground plane as represented
by black crosses at frames k=120, 121 and 122 for Array 2. The true positions
for the active sources at the relevant times are denoted by colored asterisks.

C. Evaluation of SRP-PHAT Multi-Array Measurements

Due to space constraints, we only present the evaluation on
real data. Fig. 6 (a) shows the real measurements obtained
from an array compared with the ground-truth source positions.
Notice that there is noise, missed detections (false negatives)
and false detections (false positives) as expected across time
frames. To evaluate the quality of the obtained multi-array
measurements, we need a distance function between two sets
of points, i.e. the set which contains the array measurements
and the set which contains the ground-truth source positions.
This distance function must be able to capture the accuracy of
the individual points and the mismatch in number of points.
Conceptually, the distance function must satisfy the three axioms
of a metric: identity, symmetry and triangle inequality. While
the first two axioms are often easily met, the triangle inequality
is equally important. Conformity with the triangle inequality
ensures the metric to be consistent with geometric interpretation,
i.e. the shortest distance between two points is a straight line.

To this end we employ the Optimal Sub-Pattern Assignment
(OSPA) distance which is an established mathematically con-
sistent and physically meaningful metric between two finite sets
of points [31]. The OSPA distance captures both localization
and cardinality errors between two finite sets with a suitable
base-distance between the points. The Euclidean distance (2-
norm) is often used as the base-distance, and the resulting OSPA
distance captures the perturbation error (localization) in the
measurements caused by noise, and the error in the number of
measurements (cardinality) caused by potential missed detec-
tions and false detections. Base-distances between two points
that exceed the cutoff are capped at the cutoff value. The cutoff
value is effectively the threshold at which a localization error is
deemed as a cardinality error. A higher cutoff value brings more
emphasis on the cardinality errors, and vice versa. The OSPA
distance between the set containing the array measurements
and the set containing true source positions is interpreted as
a per-point error that ranges from zero to the cutoff value with
units in meters. Interested readers can refer to [31] for full details.

For this evaluation, we compute the OSPA distance between
the set of measurements obtained from each array and the set of
source ground-truth trajectories with cutoff of 1 m as shown in
Fig. 7. It is observed that the OSPA distance for each array has a



2146 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 29, 2021

Fig. 7. OSPA distance between the obtained source measurements and true
source positions (lower is better) for each microphone array (q=1,2,3,4).

TABLE III
AVERAGE OSPA DISTANCE ON THE OBTAINED SOURCE MEASUREMENTS

time average of about 0.8 m. This is supported by Table V, which
shows the time average OSPA distance for each array along with
its localization and cardinality components. The table indicates
that the average localization error for each array is about 0.3 m,
while the average cardinality error for each array is about 0.5 m.
From these values, we observe that the OSPA distances have
noticeable localization errors but are still dominated by cardi-
nality errors. Consequently, when measurements corresponding
to the direct path are obtained, they are somewhat noisy, while it
it also clear that there is a high number of missed detections and
false detections. Combined with the fact that the measurements
have no identities or labels, and that the number of sources are
unknown and time-varying, it is clear that source separation via
spatial filtering using the multi-array measurements is not viable.

D. Evaluation of Multi-Source Tracking Filter

The multi-array measurements are fed into the multi-source
Bayesian tracking filter (MS-GLMB filter) at each frame, which
outputs the filtering density. This output is fed back into the filter
to process multi-array measurements at the next frame, and into
the estimator to generate the multi-source state estimate which
contains the estimated source tracks (positions and labels).

A track is defined when the source position estimates across
frames are associated with a common label. Specifically, the
mathematical definition of a track is a function whose domain is
the set of time instants at which the source exists. In online track-
ing, a track can be fragmented or “broken” when the estimated
source labels are not matching across time frames. Another
common error is track switching which occurs when the label of
a track switches to another. While the OSPA distance provides
an indication of the acoustic measurement performance, it does
not account for labeling errors between the estimated and true
sets of tracks. As a result, it does not penalize track switching
and fragmentation. In order to evaluate the estimated source
tracks against the ground-truth source trajectories, we need a
distance function to characterize the error between tracks over a
time window.

To achieve this, we use the OSPA(2) metric which is defined
for two sets of tracks, i.e. the set of estimated source tracks and

Fig. 8. 3D estimated source tracks (colored dots) vs the true source trajectories
(colored lines) plotted against time.

the set of true source tracks. The construction of the OSPA(2)

metric is based on the OSPA metric. In particular, OSPA(2)

uses a time-averaged OSPA distance (over the common track
times, with an appropriate cutoff) between a pair of tracks as the
base-distance. TheOSPA(2) distance treats the individual tracks
as individual points in a larger space of tracks. TheOSPA(2) dis-
tance is constructed as the OSPA distance between the two sets
of tracks where the base distance is defined directly above [32].
Hence, the name OSPA(2) reflects the OSPA-on-OSPA nature
in its construction. The OSPA(2) distance is capable of penal-
izing track switches (label changes) and fragmentations (“bro-
ken” tracks). The OSPA(2) is also parameterized by the cutoff
value, which provides a sensitivity tradeoff between localization
and cardinality errors between the tracks. The interpretation
of the OSPA(2) distance evaluated over a fixed time window
is consequently a time-averaged per-track error. The complete
breakdown of the OSPA(2) metric can be found in [32].

For online tracking, it is desirable to have the tracking perfor-
mance as a function of time. This can be achieved by computing
the OSPA(2) distance over a sliding window instead of a fixed
time window. This means that the OSPA(2) distance is plotted
against time as the sliding window moves forward. Tracks whose
domains lie outside the window are disregarded. This is useful
for “forgetting” errors that were made further in the past. For this
evaluation, a cutoff of 1 m and a window length of 30 frames
are used.

1) Real Data: The 3D estimated tracks (colored dots) from
the MS-GLMB tracking filter are compared with the source
ground-truth trajectories (colored lines) in Fig. 8, where the
color of a dot represents the label of a particular track. While
the estimated tracks for Source 1 (red), 2 (green) and 3 (blue)
at frame 1, 11 and 61 respectively have slight delays in the
initiations, we observe that the tracking filter manages to initiate
and maintain all 3 estimated tracks consistently across frames
with respect to the ground-truth trajectories.
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Fig. 9. OSPA(2) distance between estimated and true source trajectories
(lower is better).

Fig. 10. OSPA(2) distance between estimated and true source trajectories
(lower is better).

Fig. 9 shows the OSPA(2) distance between the estimated
tracks and the ground-truth trajectories plotted against time.
Notice that the spikes of the curve correspond to the errors
caused by the late track initiations and terminations of Source 1,
2 and 3 as depicted Fig. 8. Despite noise, false detections (false
positives) and missed detections (false negatives) in the obtained
multi-array measurements, the result validates the proposed
tracking filter for solving the space-time permutation problem,
and producing tracks for each source with reasonable accuracy
as corroborated by both Fig. 8 and Fig. 9.

2) Simulated Data: Due to space constraints, we omit the
3D-track plots for simulated data and only present the OSPA(2)

distances for the tracking estimates generated at reverberation
times T60=0.05s, 0.25s, and 0.55s in Fig. 10.

At T60=0.05s (in black), the MS-GLMB tracking filter
achieves the lowest OSPA(2) distance compared to the other
2 curves, indicating that the tracking result is the best out
of the other 2 examples. This is expected as the multi-array
measurements capture the direct path.

At T60=0.25s (in blue), we see that the error curve is similar
to the OSPA(2) error curve on real data, where the spikes
are caused by the delays in track initiations and terminations.
This indicates an agreement between the simulation and the
real measurements.

At T60=0.55s (in red), we observe that the error curve is
higher than that of the previous two curves, indicating a poorer
tracking result. This increase in error is caused by late track
initiations and terminations, and larger localization error due to
higher reverberation.

E. Evaluation of Source Separation

For moving sources, the delay of the source signal with respect
to any microphone array is changing over time. In our proposed
method, the selection of the array for source separation depends
on the source position at each frame. Therefore, perceptual
measures such as PESQ [42], STOI [43] and PEASS [44] that
rely on delay-compensation, are not directly applicable. One

TABLE IV
SCALES OF SIG, BAK AND OVRL IN THE SUBJECTIVE LISTENING TEST

possibility for using these measures is to consider time blocks
where the sources are almost stationary. However, this is outside
the scope of this paper as there may not be enough signal
information in those frames, and a very complex study is needed
with the development of suitable measures. Conventional BSS
performance measures that are based on signal (energy) ratios,
i.e. the BSSEval [45], require an exact time-alignment between
the estimated and true signals to work [45]. As our experiment
involves sources that are moving, and the exact times at which
the sources appear in the scene are unknown, BSSEval is also
not suitable for evaluating the source separation performance.

To evaluate the separation performance, we administered a
subjective listening test on all scenarios based on the ITU-T
P.835 methodology specifically designed to evaluate the distor-
tions and overall quality of noise suppression algorithms [33]. In
the test, each participant is instructed to listen to the clean speech
signal (upper anchor reference), the separated speech signal (to
be evaluated) and the mixture signal (lower anchor reference),
then rate them on:
� The speech signal alone using a five-point scale of signal

distortion (SIG);
� The background interfering noise alone using a five-point

scale of background intrusiveness (BAK);
� The overall quality using the scale of mean opinion score

(OVRL).
The scales of SIG, BAK and OVRL are described in Table VI.

The listening tests are carried out on the separated signals both
before and after the post-processing step. This form of ablation
study is undertaken with the intention of understanding the trade-
off between additional speech suppression and signal distortion
due to the optional post-processing.

In this evaluation, 17 people (11 males, 6 females) of ages
from 20 to 40 are recruited to partake in the listening test. To
assess the overarching discrepancies between the test ratings on
the separated speech signal and the unprocessed mixture signal,
a statistical analysis of variance (ANOVA) is adopted to present
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Fig. 11. Mean scores for SIG, BAK, and OVRL for the estimated source sig-
nals, ablation study (estimation without post-processing), and original mixture
signals evaluated on real data.

TABLE V
ONE-WAY ANOVA TEST BETWEEN THE ESTIMATED SOURCE SIGNALS AND

ORIGINAL MIXTURE SIGNALS ON REAL DATA, AND CORRESPONDING ANOVA
TEST FOR THE ABLATION STUDY (ESTIMATION WITHOUT POST-PROCESSING)

The asterisk (*) denotes values that are above the selected significance
level, i.e. 0.05. (↑means higher is better while ↓means lower is better.)

the significant statistical difference between the quality of the
separated speech signal and the unprocessed mixture based on
a 0.05 significance level.

1) Real Data: For the subjective listening test, the mean
scores over all 3 aspects, i.e. SIG, BAK and OVRL, of the
separated/estimated source signals and the unprocessed mixture
signals are presented in Fig. 12. We observe that the BAK and
OVRL mean scores of all three estimated source signals from the
proposed method (the blue bars) are relatively high as compared
to the mean scores of the mixture signals, while the SIG mean
scores of all estimated and mixture signals are relatively close.
This indicates that the source signals are well separated with
minimal signal distortions.

Thep-values of the one-way ANOVA test between the esti-
mated source signals and the unprocessed mixture signals are
tabulated in Table VIII. In terms of SIG, the table shows that
all values of the proposed method are higher than 0.05, which
means that there is no statistically significant difference in signal
distortion between the estimated source signals and the mixture
signals. In terms of BAK and OVRL, the table shows that all
values of the proposed method are less than 0.05, indicating a
statistically significant difference in speech intrusiveness and
overall quality respectively.

From the results of the ablation study in Fig. 12 (the green
bars) and Table VIII, it can be seen that the BAK and OVRL
means scores are slightly poorer than that of the proposed
method, but the SIG mean scores are better than that of the
proposed method across the board. Subsequently, the BAK and
OVRL p-values indicate that there is a statistically significant
difference in speech intrusiveness and overall quality, whereas

TABLE VI
ONE-WAY ANOVA TEST BETWEEN THE ESTIMATED SOURCE SIGNALS AND

ORIGINAL MIXTURE SIGNALS ON SIMULATED DATA, AND CORRESPONDING

ANOVA TEST FOR THE ABLATION STUDY (ESTIMATION WITHOUT

POST-PROCESSING)

The asterisk (*) denotes values that are above the selected significance level, i.e.
0.05. (↑ means higher is better while ↓ means lower is better.)

the SIG p-values indicate that there is no statistically significant
difference in signal distortion. These observations indicate that
the proposed method minus post-processing achieves notice-
able speech suppression with negligible signal distortion. The
addition of the post-processing does indeed further enhance
interference suppression, but at the cost of some signal distortion
which manifests as musical noise in the estimated signals.

In summary, the proposed method achieves source separation
with good noise (interfering speech) suppression, which is cor-
roborated by both the mean scores and the ANOVA test in Fig. 12
and Table VIII respectively. The audio files for this experiment
are available in Supplementary Materials.

2) Simulated Data: The mean scores for the subjective lis-
tening test on the estimated source signals and the unpro-
cessed mixture signals, obtained under reverberation times
T60=0.05s, 0.25s and 0.55s, are shown in Fig. 13. Based on the
relative differences for SIG, BAK and OVRL between all esti-
mated and mixture signals atT60=0.05s and 0.25s, we observe a
similar pattern as for the real data, which shows that the proposed
algorithm is capable of separating the sources reasonably well.
However, at T60=0.55s, the separation performance degrades
as the mean scores between all estimated and mixture signals are
relatively close. Overall, we observe a downward trend in mean
scores of the estimated source signals from low T60 to high
T60. This degradation is expected because both tracking and
separation performance degrades with increasing reverberation.

The p-values of the one-way ANOVA test between the esti-
mated source signals and the unprocessed mixture signals are
tabulated in Table IX. In terms of SIG, the p-values for all three
sources at all reverberation times are above 0.05. This indicates
that signal distortions between the estimated source signals and
mixture signals are very similar. In terms of BAK and OVRL,
the computed p-values for all three sources at T60 = 0.05s and
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Fig. 12. Mean scores for SIG, BAK, and OVRL for the estimated source signals, ablation study (estimation without post-processing), and original mixture signals
evaluated on simulated data.

0.25s are below 0.05. This suggests that speech intrusiveness
and the overall quality of the estimated source signals are
statistically different from the mixture signals, thus indicating
good separation.

At T60=0.55s however, we see that the p-values on OVRL
for all three sources are higher than 0.05, suggesting that there is
no statistically significant difference between the overall quality
of the estimated source signals and the mixture signals. This,
combined with the fact that the BAK values are fairly close
to 0.05, suggests an overall poorer separation performance as
interfering speech is not well suppressed. This decrease in
performance is most likely due to two main reasons. The first
being as reverberation time increases, the quality of tracking
deteriorates, resulting in more localization errors. The second
being the failure in the signal sparsity assumption, which results
in leakage in the TF masking.

Examination of the ablation results in Fig. 13 and Table IX
reveals similar trends to those observed in the real-data ex-
periments. For each of the three reverberation levels, the pro-
posed method minus post-processing achieves noticeable sup-
pression with negligible distortion, but the addition of the post-
processing involves a trade-off between further suppression and
audible distortion.

It can be seen that the separation performance on simulated
data at T60=0.25s matches the results on real data, and that the
separation performance generally degrades as reverberation time
increases. This is corroborated by both the mean scores and the
ANOVA test in Fig. 13 and Table IX. We also note the presence
of more perceptible signal distortion in real data compared to
simulated data. This is likely due to the mismatch between the
real room environment and the simulated room model, which
leads to additional spectral leakage in the time-frequency mask-
ing of the post-processing. The audio files for the experiments
on simulated data are also provided in Supplementary Material.

VII. CONCLUSION

This paper proposes a block-wise or online solution for blind
source separation with multiple microphone arrays, which can
accommodate an unknown time-varying number of acoustic
moving sources in mild reverberation. The proposed solution
is based on first obtaining source position measurements, then
estimating the trajectories of the sources, and finally separating
the mixed signal with corresponding spatial filtering. In real
acoustic recordings measured at T60≈ 0.25s, it is observed that

the SRP-PHAT source measurements are relatively noisy, and
contain significant false and missed detections. In addition, the
measurements are unlabeled, and coupled with the unknown
appearance, disappearance and movement of sources, it is not
known which source generated which measurement at the cur-
rent time, nor which measurements are connected to the same
source across time. These observations verify the extent of the in-
herent space-time permutation problem, which is then addressed
with the application of a labeled RFS based MS-GLMB tracking
filter. Results indicate that the tracking filter is able to recover
the source trajectories (i.e. the positions and identities) from the
imperfect source measurements with some delay in initiation
and termination. Separation is carried out via a corresponding
set of time-varying generalized side-lobe cancellers. Evaluations
with subjective listening tests confirm acceptable performance
in mild reverberation. Additional experiments via acoustic room
simulations with the ISM method indicate clear separation per-
formance at lower reverberation T60=0.05s, matching perfor-
mance in mild reverberation T60= 0.25s, and noticeable dete-
rioration at higher reverberation T60=0.55s. Future works will
investigate the impacts of array configuration and placement
which are beyond the scope of the current paper.
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