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Abstract

The interaction of organic molecules with mineral systems is rele-
vant to a wide variety of scientific problems both in the environment
and minerals processing. In this study, the coordination of small or-
ganics that contain the two most relevant functional groups for biomin-
eralisation of calcium carbonate, namely carboxylate and ammonium,
with the corresponding mineral ions are examined in aqueous solution.
Specifically, two force fields have been examined based on rigid-ion or
polarisable models, with the latter being within the AMOEBA formal-
ism. Here the parameters for the rigid-ion model are determined to
target the accurate reproduction of the hydration structure and solva-
tion thermodynamics, while both force fields are designed to be com-
patible with the corresponding recently published models for aqueous
calcium carbonate. The application of these force fields to ion pairing
in aqueous solution is studied in order to quantitatively determine the
extent of association.

Introduction

Organic-mineral interactions play a key role in a wide range of situations from industrial

challenges, such as flotation and minerals processing, through to understanding of environ-

mental geochemistry which can be influenced by naturally-occurring molecules.1 Organics
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are also often used as crystal growth modifiers to manipulate the rate and morphologi-

cal outcome for mineral crystallisation, including suppressing the formation of undesirable

scale. Arguably one of the most complex examples of the influence of organics on mineral

formation is that of biomineralisation in which molecules, such as proteins, direct the nucle-

ation, growth, morphology and structure of mineral phases.2 This can involve regulation of

polymorphism, particle size, and how crystallites assemble into a more complex structure,

including formation of organic-mineral composites. To try to understand the full complexity

of biomineralisation and how nature achieves such exquisite control is a long-standing chal-

lenge that involves many facets, from the potential to regulate processes via confinement to

direct incorporation.3 Even the detailed atomic-level knowledge of the interactions between

key organic functional groups and components of the mineral-containing aqueous solution

is arguably incomplete as a starting point. The objective of this work is therefore to probe

such interactions for one of the most common systems in biomineralisation, namely that of

aqueous calcium carbonate.

Experimental work has demonstrated that di↵erent organic species a↵ect the nucleation

and growth of calcium carbonate in numerous ways and at various stages.4–7 Gebauer et al.4

have classified the influence of organic molecules into nine di↵erent categories, showing the

wide variety of ways in which organic molecules can change the crystallisation of calcium

carbonate. For example, organic molecules can alter which CaCO3 polymorph is formed by

stabilising one type of pre-nucleation cluster over another or can change the shape of the

crystals by face-specific adsorption.4

Although the influence of organic molecules on calcium carbonate has been extensively

studied using experimental methods,8 atomistic knowledge of the interactions of organic

species with CaCO3 remains incomplete. Computer simulations o↵er a way to explore the

organic-calcium carbonate interactions to gain atomic level understanding of some of the

processes involved in biomineralisation. However, the computational modelling of calcium

carbonate and its interactions with organic matter is a complex problem that has a lot of
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promise, but also many pitfalls.9,10 Potentially more accurate, high-level ab initio quantum

mechanical approaches can only be applied to a small number of atoms for short time scales

and are associated with large computational cost, which is why classical molecular dynamics

approaches based on force fields are more frequently applied to study the interactions between

organic molecules and calcium carbonate.11

To date, simulations of organic-mineral interactions have largely been performed with

general purpose force fields, or ad hoc mixtures of models, that have not been specifically

developed to consider mineral-organic interactions.10 Indeed the interaction parameters are

often determined via combination rules due to the paucity of data to fit against.12 Yet, it is

important to consider properties, such as pairing free energies between the organic species

and the constituent ions of the mineral phase, for a model to be reliable. To simplify this

process, a common approach is to consider the binding of small organics containing the key

functional groups of biomolecules with aqueous calcium and carbonate ions, rather than

directly tackling association with multiple binding sites simultaneously. For example, the

acetate anion is widely used as a proxy for the interaction of calcium with carboxylate groups.

Raiteri et al.
13 showed that combining parameters from the CHARMM force field for

the organic species with a thermodynamically-optimised force field for calcium carbonate

species in water could be e↵ective for carboxylate groups, if the repulsive part of the van

der Waals interactions was derived from those between calcium and oxygen of carbonate by

scaling based on the ratio of the oxygen charges. This led to pairing free energies for calcium

to acetate and calcium to citrate that were slightly too negative, but within thermal energy

of some experimental values. Kahlen et al.
14 also examined the ion pairing free energy for

calcium-acetate as a prototypical example for a carboxylate group. Their study benchmarked

popular organic force field variants (GROMOS and OPLS-AA) against a potential of mean

force curve obtained from ab initio molecular dynamics at the PBE-D3 level of theory. It

was found that the variation in the pairing free energies was almost 50 kJ/mol depending

on the parameter set, but that the thermodynamics and structures could be improved by
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a small adjustment to the Lennard-Jones sigma value. OPLS-AA with a 5.8% increase in

the Ca-O(acetate) sigma was proposed as the best combination. A similar modification of

Lennard-Jones parameters by increasing sigma by 2.2% was proposed by Church et al.
15 for

the CHARMM22* force field to improve Ca-carboxylate binding and to correct for systematic

over-binding by the default parameters.

A more wide-ranging study of the simulation of organic functional groups interacting with

aqueous calcium carbonate solutions was conducted by Saharay and Kirkpatrick.16 Here they

considered the binding with guanidinium, acetic acid, acetate and ethanol as models for the

functional groups -NH+
2 , -CO2H, -CO

�
2 and -OH, respectively. Their study was based on

the default parameters from CHARMM with TIP3P water for all species. As a result, the

hydration free energies of the calcium and carbonate anions were found to be consistently

underestimated in an absolute sense and have errors of between 60 and 120 kJ/mol. While

the binding free energies were not quantified for individual ions, the potentials of mean force

were determined for binding to the CaCO3 ion pair in water. In the case of acetate, the

binding free energy was found to be substantially more exergonic than the experimental

value for calcium-acetate ion pairing. Although there is no alternative value to compare

against, this would appear to be implausible on electrostatic grounds and is almost certainly

a consequence of the weaker than expected hydration of the ions.

Recently there has been a detailed study of metal-acetate ion pairing for calcium, mag-

nesium and zinc cations based on both Raman spectroscopy and computer simulation by

De Oliveira et al.
17 Force field parameters for a rigid-ion model were taken from a number

of sources including Amber99 for acetate, SPC/E for water. The use of scaled charges by

a factor of 0.8 was also examined, as were the results of using the AMOEBA model for the

cases of Ca and Mg. In addition, ab initio molecular dynamics for ion pairing with formate

was used to provide data for comparison. This study concludes that formally-charged rigid-

ion force fields cannot be trusted for ion pairing, while even AMOEBA overestimates the

binding free energies by approximately 8 kJ/mol. Overall, the best results were argued to
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come from the use of scaled charges. Aside from the thermodynamics, this study concludes

that the contact ion pair is the dominant mode of binding with monodentate coordination

of carboxylate groups to the metal cations being generally preferred.

Beyond the binding of calcium carbonate species in aqueous solution with organics, it

is important to note that there have been a growing number of studies that quote binding

thermodynamics for proteins and other biomolecules adsorbed on the surfaces of calcium

carbonate, typically in the form of calcite where the basal (104) surface dominates. Many of

these values are based on ensemble averages of internal energy, which is of questionable value

when entropy is known to be the major driver of association for calcium carbonate binding

in water18 and therefore likely to also make a significant contribution for the binding of

other species to these ions in the presence of solvent. Even when free energies of binding are

computed, the high dimensionality of the landscape often leads to incomplete sampling and

therefore substantial errors in the thermodynamics. For example, if a biomolecule were to

undergo a change in conformation at the surface to increase the number of interaction sites

then this is unlikely to occur spontaneously on the molecular dynamics timescale, especially

when coupled to loss of adsorbed surface water.19 Given these factors, and the general lack

of experimental data against which to compare, the use of such data for benchmarking

and calibration is likely to be less fruitful than use of association constants for ion pairs in

solution.

This work introduces new force field parameters for small organic molecules interacting

with aqueous calcium carbonate species as proxies for the interaction of di↵erent organic

functional groups. These parameters have been obtained through refinement against sev-

eral structural and thermodynamic properties of the molecules in an aqueous environment

and their interaction with the constituent ions of calcium carbonate. Two di↵erent mod-

els have been examined - one simpler rigid-ion parameterisation and another more complex

set of parameters to include polarisability via the AMOEBA model. Here we examine the

performance of both models to capture the thermodynamics of two key functional groups
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when associating with aqueous calcium carbonate and the extent to which parameters for

the isolated functional groups are additive when combined in a single molecule.

Methodology

Here the objective is to obtain and benchmark force field parameters for two of the most

common organic functional groups in biomolecules at close to neutral pH, namely carboxylate

(-CO�
2 ) and amino (-NH+

3 ), and their interactions with aqueous calcium carbonate systems.

Specifically, we consider three di↵erent molecules as proxies for these interactions; the first

two are the acetate anion and methylammonium cation in order to capture the isolated

functional groups. In addition, we also consider the glycine zwitterion to examine the case

where both groups are present simultaneously in the same molecule. In order to assess the

influence of di↵erences in parameterisation, as well as the incorporation of polarisability in

the force field, we examine both rigid-ion and AMOEBA-based models for all three systems.

Below we describe how the parameters were obtained and the methods used as part of the

benchmarking process. The full list of final force field parameters is given in the Supporting

Information (SI).

Force Field Parameterisation

In this work the rigid-ion force field parameters for acetate, methylammonium and glycine

zwitterion were generated specifically to be used in conjunction with the model of Raiteri et

al.
20 for calcium carbonate and the SPC/Fw water model of Wu et al.

21 This combination of

mineral and water force field has been shown to accurately reproduce the structural and ther-

modynamic properties of both the solid phases and the constituent ions in solution, at least

within the limits of a non-polarisable model. This is in contrast to other parameterisations

that have focused on the mechanical properties of the solid22 at the expense of obtaining the

correct solubility. If the objective of the model is to be capable of simulating aqueous inter-
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faces and crystallisation processes, then we would argue that the thermodynamic properties

of hydration are more pertinent than the elastic response of the solid phase.

The initial GROMOS23 parameters for the small organic species were obtained from

Automated Topology Builder and Repository.24 The van der Waals parameters for the inter-

action between the organics and water were iteratively refitted against a range of information

relating to the hydration properties, including hydration free energies and data regarding the

spatial distribution of water around the solutes. The interactions between carboxylate groups

and calcium ions were initialised based on the parameters between this cation and carbonate,

but with the Buckingham A coe�cient scaled in proportion to the oxygen charges. Carbon-

ate interactions with carboxylate groups were similarly adapted from previous parameters

between carbonate and bicarbonate, prior to fitting where data is available.

In addition to fitting a force field for the rigid-ion model, the same data was also used

to refine a set of parameters for AMOEBA starting from those derived for organics in pro-

teins25 combined with a set recently developed for aqueous calcium carbonate systems.26

The need to revisit the parameterisation of AMOEBA for hydration free energies has been

previously highlighted.27 Charges, dipoles and quadrupoles for all atoms within acetate and

methylammonium were taken from the recent AMOEBA+ parameter set.28 In order to fol-

low the principles of transferability of functional groups, the charges for the carboxylate and

ammonium groups were taken from acetate and methylammonium, respectively, and applied

to glycine. The multipole moments for the remaining CH2 in glycine were then set based a

separate MP2/aug-cc-pVTZ//MP2/6-31G* quantum mechanical calculation for glycine, us-

ing the GDMA software29 to perform the distributed multipole analysis. The carbon charge

for CH2 was then adjusted slightly to ensure overall charge neutrality. It should be noted

that the quantum mechanical data for the glycine zwitterion was obtained using a PCM

environment to mimic the presence of water, given that this species is unstable in vacuum.

It was found that removing the polarisation groups within the AMOEBA+ parameterisation

led to improved results for the present systems and so was adopted here. Most intramolecular
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parameters for AMOEBA were taken from the existing 2013 set without modification. For

methylammonium, the intramolecular terms were taken from a combination of existing pa-

rameters for an -NH+
3 group, augmented with terms from methyl amine where not available,

with the H-C-N-H torsions being modelled on those from ethane. Adjustments were made to

the van der Waals parameters for oxygen of carboxylate in order to improve the description

of the hydration properties of this functional group, while for the case of methylammonium

the corresponding terms for the -NH+
3 group were also refitted. For the calcium interaction

with the oxygens of the carboxylate group, a Buckingham potential was also added, as per

this cation interacting with bicarbonate from our previous work.26 This small extra repulsion

partially corrects a slight overbinding observed when comparing the raw AMOEBA results

against a gas phase calculation of the interaction of Ca(H2O)2+5 with the acetate anion.

Quantum mechanical reference data was computed at the !B97X-D3/ma-def2-QZVPP level

of theory.

In the subsequent sections, the details of how the reference data for fitting was generated

are presented, as well as the methods used to run the simulations to benchmark the results

of the force field parameters during the refinement process.

Hydration structure

The first property to be considered during the force field refinement was the local structure

of hydration shells when the species are immersed in water. Here a particular focus was on

ensuring a reasonable hydrogen bonding structure with the polar functional groups as the

dominant interaction sites. This structural information can be characterised in a number of

ways. Here we focus on the radial distribution functions (RDFs) of oxygen and hydrogen of

water as computed relative to key atoms within the molecules. This was then augmented

by the use of 3D isosurfaces in order to capture the angular distribution that is lost when

collapsed onto a radial projection. One of the challenges here is to find suitable reference

data against which to calibrate force field results, since such data is rarely available from
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experiment. To fill this gap we therefore used information from ab initio molecular dynamics

(AIMD), based on density functional theory (DFT), though this comes with the caveat that

at the level of functionals that are computationally tractable for routine use in molecular

dynamics this will result in systematic errors. While use of most standard generalized gra-

dient approximations (GGAs) is found to lead to an over-structuring of liquid water, the

situation can be improved through the inclusion of dispersion corrections and/or increasing

the simulation temperature. In this work we utilize the BLYP functional in combination

with the D3 corrections of Grimme and co-workers,30 as well as performing simulations at

330 K. This combination has been shown by others to yield reasonable RDFs for water in

comparison to experiment.31

Ab initio molecular dynamics in this study was performed using the Gaussian-augmented

planewave approach32 as implemented in the program CP2K.33 Here all atoms were repre-

sented using GTH pseudopotentials34 with triple-zeta double polarised (TZV2P) basis sets

for the valence electrons. The electron density was expanded in a planewave basis with a

cuto↵ of 400 Ry and a charge-neutralising background was included in the case of acetate

and methylammonium. Self-consistency was achieved using the orbital transformation al-

gorithm with full kinetic preconditioning.35 Calculations were performed with only gamma

point sampling of the Brillouin zone as all systems are wide gap insulators with cell dimen-

sions of approximately 14 Å. The simulation cells for acetate, methylammonium and glycine

contained 268, 275, and 304 atoms, respectively. Starting configurations were generated

through equilibration at constant pressure under cubic constraints based on initial force field

parameters. The systems were then run in the NVT ensemble with a timestep of 0.5 fs

using a CSVR thermostat with a fast relaxation time of 10 fs as the objective was only to

obtain the equilibrated structure rather than the dynamics of the water. For the two charged

species, where interactions with water are stronger, the simulations were run for longer than

50 ps, while in the case of the more weakly solvated neutral glycine a shorter run of ⇠37 ps

was used.
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The radial distribution functions (RDFs) for the two force field models were obtained

from unbiased molecular dynamics simulations (MD). The MD simulations conducted with

the polarisable AMOEBA force field were largely performed with the OpenMM code36 and

run on GPUs using mixed precision,36,37 except for the calculation of the solvation free en-

ergy (see later) which used Tinker HP,38 while the LAMMPS package39 was employed for

the MD simulations with the rigid-ion model. The simulation boxes were approximately

50x50x50 Å3 in size and contained one of the small organic molecules solvated by ⇠4,200

water molecules. A time step of 1 fs was employed and the atomic trajectories were written

every 0.1 ps. For both models, the simulations were run at ambient conditions (NPT ensem-

ble, 300 K, 1 atm). The temperature for the rigid-ion force field was controlled by a chain

of five Nosé-Hoover thermostats with a relaxation time of 0.1 ps, while for the polarisable

model a Langevin thermostat with a relaxation time of 1 ps was employed.

Hydration Free Energy

Having ensured that any set of force field parameters gives a reasonable distribution of water

in at least the first hydration shell, the second property used to constrain the organic-water

interaction parameters was the hydration free energy. Ensuring reasonable thermodynam-

ics for hydration is essential for the equilibrium between di↵erent species, both in aqueous

solution and when adsorbing at mineral surfaces, where the organics may act as growth

modifiers. A range of experimental and theoretical hydration free energies can be found in

the literature for acetate and methylammonium, though values for glycine are more scarce.

For consistency across all solutes we have also computed the hydration free energies using

three parameterised continuum models, namely SM840 at the M06/6-31+G** level of the-

ory, as implemented in the QChem software,41 the PCM model at the HF/6-31G* level in

Gaussian,42 and the conductor-like polarizable continuum model (CPCM) at the !B97X-

D3/ma-def2-QZVPP level of theory in ORCA.43 For the SM8 and PCM calculations, the
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hydration free energy was determined as the contribution of the model at the optimised

geometry in solution, whereas for CPCM the values are the di↵erence between the energies

when optimised in solution and gas phase. The exception to this is for glycine, where the

species is zwitterionic in solution, but not in the gas phase. Since the force fields used here

cannot account for the intramolecular proton transfer, the hydration contribution is taken

as the di↵erence between the solution and gas phase energies at the optimised geometry of

the former case.

For the force field models, the hydration free energies for acetate, glycine and methy-

lammonium were determined using free energy perturbation44,45 to immerse the solutes in

explicit water. The hydration free energies reported in this work correspond to the average

values for the creation and annihilation of the solute molecules. In all cases, Madelung,46

finite size47 and standard state corrections48 were applied as appropriate. The Bennett ac-

ceptance ratio (BAR) method,49 as implemented in TinkerHP,38 was used for the AMOEBA

model and the solute was introduced to/removed from a 25x25x25 Å3 box of water. This

cubic box was first equilibrated isotropically at 300 K and 1 atm using the Andersen thermo-

stat and Berendsen barostat, prior to carrying out the free energy perturbation at constant

volume with perturbation of the electrostatic and van der Waals interactions performed sep-

arately, with eleven simulations each. Each simulation was run for at least 2.5 ns with a

time step of 1 fs. The perturbation parameter, �, was set to [0.0, 0.2, 0.4, 0.5, 0.6, 0.65, 0.7,

0.75, 0.8, 0.9, 1.0] for the van der Waals interactions and to [0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,

0.7, 0.8, 0.9, 1.0] for the electrostatic interactions. A cuto↵ of 10 Å was used for the van

der Waals interactions and the real space part of the electrostatics within an Ewald sum-

mation. The criterion for the convergence of the self-consistent induced dipoles was set to

10�5. The reduced computational cost of using the rigid-ion model allowed for the removal

of the Coulomb and van der Waals interactions using more steps, namely 20 stages for each,

with 5 ns of simulation for each stage (after 500 ps of equilibration). These simulations

were performed at ambient conditions (300 K) in the NVT ensemble with a time step of 1
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fs. In addition, for both models a vacuum calculation was performed where the Coulomb

interactions were reduced as before. This additional gas-phase simulations was necessary to

account for the partial screening of the 1-4 interactions, which results in a non-zero internal

energy. The temperature and pressure were maintained using a chain of five Nosé-Hoover

thermostats and barostats with relaxation times of 0.1 and 1.0 ps, respectively. In addition,

the MTK correction term50 was applied to the equations of motion to account for the fact

that volume probability distribution of the original Hoover barostats di↵ers from the true

NPT distribution. A cubic simulation box with a side of approximately 50 Å contained one

organic solute and approximately 4,200 water molecules for the acetate anion. For the glycine

zwitterion and methylammonium, a smaller cubic box (⇠ 25 Å in side) with one organic and

515 water molecules was used to reduce the computational cost of the simulations.

Ion Pairing Free Energy

Once the force field parameters had been fitted against the combination of the water structure

and hydration free energies, then the models were used to predict the dilute speciation of

the organics in aqueous calcium carbonate solutions via considering the stability of ion

pairs. The ion pairing free energies were calculated with the PLUMED plug-in51,52 by using

well-tempered,53 multiple walkers54 metadynamics.55,56 For all simulations, a 50x50x50 Å3

box containing the ion pair and approximately 4,200 water molecules was used. For the

AMOEBA force field, the distance between the two ions was biased with a bias factor of 5

and Gaussians were laid every 1 ps with an initial height of kbT and width of 0.1 Å. The

distance between the ions was taken as the separation between the calcium or carbon of

the carbonate to the carbon or nitrogen in the functional group of interest. For the rigid-

ion simulations, the same bias factor, Gaussian deposition rate and initial Gaussian height

was employed. However, for ion pairing free energies with calcium, an additional collective

variable was included for the water coordination number of the calcium ion. The width of

the Gaussians for the distance and coordination number collective variables were 0.2 Å and
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0.1, respectively. The water coordination number is described by Equation 1.

c(r) =
X 1�

⇣
d�d0
r0

⌘n

1�
⇣

d�d0
r0

⌘m (1)

The parameters of the switching function (d0, r0, n and m) were determined based on fitting

the function to a radial distribution function (Ca-Ow) obtained from unbiased MD. The

position and the width of the peak are defined by d0 and r0, respectively, whereas n and m

control the curvature and are selected so that the function contains all of the first hydration

shell given by the first peak in the RDF. The parameters employed during the ion pairing

calculations for the small organic species with calcium are d0 = 2.1 Å, r0 = 1.0 Å, n = 4

and m = 10. To limit the collective variable space explored an upper wall was applied to the

distance for both models. For the rigid-ion force field, this wall was at a distance of 15 Å

using a spring constant of ⇠1 eV/Å2, while for the AMOEBA model, the upper wall was at

14 Å with a spring constant of 10,000 kJ/mol nm2 (note the spring constants are given in the

native units appropriate to the code used). To ensure well-converged sampling was achieved,

an aggregate simulation time of at least 200 ns was obtained in all cases. For the rigid-ion

model, this was achieved by running the metadynamics simulation using 30 independent

walkers, whereas for the AMOEBA model 16 independent walkers were employed.

As in previous works,20,26,57 after obtaining the free energy profiles from PLUMED, G(r),

the ion pairing free energy was obtained from the ions’ association constant,

Ka = exp(��Ga/kBT ) (2)

by integrating the potential of mean force,

�(r) = G(r) + kBT ln 4⇡r2 (3)

between the minimum distance at which the ions can be found, R0, and the limit of the
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bound state, R1,

Ka = �4⇡C0

Z R1

R0

dr exp(��(r)/kBT )r
2, (4)

after alignment of the long-range tail with the analytical solution for two point charges in a

dielectric medium,

G(r) =
1

4⇡"0"r

qiqj
r

� kBT ln 4⇡r2 (5)

where qi and qj are the charges of the two species, r is their separation and "r is the static

dielectric constant of the water model used, and C0=0.0006022Å�3 is the standard concentra-

tion (1 mol/L) in appropriate units. The value of the dielectric constants for the AMOEBA

and SPC/Fw water models were taken from Laury et al.
58 and Wu et al.,21 respectively.

In the case of interactions with the glycine zwitterion, where there is only a charge-dipole

interaction for the electrostatic component of ion pairing, the long-range free energy was

aligned based on the analytic entropic solution alone. The alignment between the curves

was performed by minimising the di↵erence between the computed free energy and the an-

alytic solutions between 11 and 13 Å. One of the ambiguities in performing the integration

of the free energy lies in the selection of the cut-o↵ for the bound state. Because there is no

well-defined minimum for the solvent-separated ion pair, the ion pairing free energies were

calculated by using only two di↵erent cut-o↵s; specifically the free energy maxima marking

the upper bounds for the contact ion pair (CIP) and the solvent-shared ion pair (SSHIP).

Results and Discussion

Solvation Structure and Energetics

The interactions of biomolecules with calcium carbonate minerals occur in an aqueous en-

vironment, therefore it is important for an accurate interatomic potential to model solvated

organic molecules. This includes a good description of the structure, dynamics and energetics

of water associated with each species. The water structure, in the form of radial distribution
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functions and 3D atomic density maps, obtained for both the rigid-ion and AMOEBA models

are compared to data from ab initio MD in Figures 1 and 2. Key quantities that characterise

the water structure and dynamics of the di↵erent organic species are summarised in Table 1.
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Figure 1: Radial distribution functions for acetate (ACE-), the glycine zwitterion (GLY) and
methylammonium (MA+) in water obtained from molecular dynamics simulation. The solid
and dashed lines are for Ow and Hw, respectively, with curves colour-coded to reflect the atom
of the molecule whose radial distribution function is being shown, as per the scheme given.
For clarity, curves are only shown for those atoms where there are significant peaks observed.
Corresponding integrals of the RDF curves are provided in Supplementary Information.

The water structure of the two empirical potentials overall compares favourably with

the first principles data. The largest scatter occurs for the water coordination number of

the methyl group within methylammonium. In comparison to the corresponding functional

group in acetate, all approaches exhibit a higher water coordination number, though the

extent of this shift is largest for the AIMD. That said, this weak interaction is likely to be
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Figure 2: 3D iso-surfaces of the water structure around acetate, glycine and methylammo-
nium obtained from molecular dynamics simulation, including a top and side view for each
species. The carbon, nitrogen, oxygen and hydrogen atoms of the organic are depicted in
cyan, blue, red and yellow, respectively. The atomic densities for organic molecules are
coloured as in Figure 1, while the Ow and Hw atomic densities are shown in red and white,
respectively. Iso-surfaces are computed at 0.108 and 0.216 atoms/Å3 for O and H, respec-
tively.

dominated by entropic e↵ects and thus the dual limitations of the AIMD in regard to box

size and timescale will be most apparent for this peak. In addition, only minor di↵erences

are observed between the two models, e.g. small shifts in the first solvation peak (� ¡ 0.2 Å),

the number of coordinating water molecules (� ¡ 2 water molecules) and the water residence

times (� ¡ 0.03 ns) all of which are low indicating that the coordinating waters can be rapidly

equilibrated and exchanged on the timescale of a molecular dynamics simulation. Overall,
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Table 1: Water structure and dynamics data for the rigid-ion (RI), polarisable AMOEBA
model (A) and ab initio MD (AIMD) including distances based on the position of the first
peak within the radial distribution function (r [Å]), average water coordination numbers
(n) and average residence times (⌧ [ps]) from unbiased MD at 300 K. Note that the water
residence times are only given for the force field models due to the limited statistics available
for AIMD. For acetate, C14 and C15 represent the carbons of the methyl and carboxylate
groups, respectively. For glycine, C17 and C18 represent the carbons of the CH2 and car-
boxylate group, again respectively. Atom labels correspond to the force field types as given
in the Supplementary Information.

RI A AIMD
CH3CO

–
2 rC15-Ow 3.6 3.6 3.6

rO15-Ow 2.7 2.8 2.7
rC14-Ow 3.7 3.7 3.7
rO15-Hw 1.8 1.9 1.8
nC15-Ow 7.4 7.7 6.7
nC14-Ow 13.1 11.7 12.3
⌧C15-Ow 9 10 -
⌧C14-Ow 7 5 -

+NH3CH2CO
–

2 rC18-Ow 3.7 3.6 3.6
rO18-Ow 2.7 2.8 2.7
rC17-Ow 3.6 3.7 3.6
rN5-Ow 2.8 2.8 2.8
rH5-Ow 1.8 1.8 1.8
rO18-Hw 1.8 1.8 1.8
nC18-Ow 9.2 10.7 9.9
nN5-Ow 4.0 3.7 4.8
⌧C18-Ow 10 14 -
⌧N5-Ow 7 14 -

CH3NH +
3 rC16-Ow 3.6 3.6 3.6

rN4-Ow 2.8 2.8 2.8
rC16-Ow 3.6 3.6 3.6
rH4-Ow 1.8 1.9 1.8
nN4-Ow 4.7 4.7 4.6
nC16-Ow 16.7 16.8 18.0
⌧C16-Ow 7 8 -
⌧N4-Ow 5 6 -

for the water structure around the organic molecules, both models perform well and the

inclusion of polarisability does not substantially a↵ect the results.

The next step is the consideration of the thermodynamics of both models in water,

specifically via the hydration free energies for all three species. The hydration free energies

for both models are reported in Table 2, in which they are compared to quantum mechanical
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results using a range of continuum solvation models, as computed in this work, as well as

other values reported in the literature from both experimental and theoretical approaches.

Clearly there is substantial scatter in the theoretical values, both here and elsewhere, which

often reflect the approximations and parameters associated within dielectric continuum based

models. Although some models are parameterised to try to give good hydration free energies

based on the continuum description alone, it has long been recognised that including an

explicit first (or even second) hydration shell can improve results. Based on CPCM combined

with the !B97X-D3/ma-def2-QZVPP level of theory (QM3) we have also computed the

hydration free energies for acetate and methylammonium by hydrogen bonding two and

three molecules of water to the charged functional groups, respectively. Here we employ

the monomer method,59 where the hydration free energy is with respect to separated water

molecules rather than a cluster. Based on this, the hydration free energy of acetate is shifted

from -298 kJ/mol to -293 kJ/mol, whereas for methylammonium the e↵ect is much larger,

taking this quantity from -311 to -290 kJ/mol. These results suggest that the continuum

results will represent a lower bound with the real values being less exergonic.

While molecular dynamics considers solvation in a fully atomistic environment, it should

be noted that even this approach can be subject to uncertainty, beyond the accuracy of the

energy description, due to the alchemical processes involved. For example, for methylammo-

nium with the AMOEBA model, the value quoted is for the Bennett Acceptance Ratio (-264

kJ/mol), but the forward and backward results of free energy perturbation with the current

protocol span -262 to -297 kJ/mol and reduction of the hysteresis is di�cult to achieve.

Overall, both models give plausible hydration free energies to within the uncertainties for

acetate. It should be noted that the initial AMOEBA parameters overestimated the hy-

dration free energy of this anion, but it was possible to obtained an improved value while

maintaining a good hydration structure. For methylammonium, AMOEBA is closer to the

other theoretical results and experiment, though both models appear to underestimate the

favourability of hydration. For this species, any further improvement in the hydration free
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energies could only be obtained at the expense of a substantial deterioration in the radial

distribution functions for water (i.e. allowing water to come too close relative to the dis-

tances found from AIMD). For glycine, the rigid-ion model is more consistent with arguably

the lowest level of solvated quantum mechanical data, while AMOEBA is closer to the higher

level of theory. Given the finding that inclusion of an explicit first hydration shell for ac-

etate and methylammonium shifts the hydration free energy upward by 5 and 21 kJ/mol,

respectively, the AMOEBA value is almost certainly the more accurate of the force field

values.

Overall, the hydration free energies computed here show good agreement across the force

fields and theoretical methods for acetate and glycine, while methylammonium appears to

be more challenging. Given that an objective of the current work is to try to parameterise

models based on the individual functional groups that can then be combined in other amino

acids and beyond, this suggests that achieving transferability is di�cult when balancing

hydration structure and thermodynamics. Since the van der Waals parameters for acetate

and methylammonium are combined in glycine without modification then it is arguably the

cancellation of errors that leads to good results for this system (i.e. the values for acetate

tend to be at the more exogenic bound, while methylammonium is at the opposite extreme).

Across the three species, AMOEBA o↵ers the superior description of hydration properties,

as would be expected from the inclusion of polarisation and more sophisticated treatment of

electrostatics.

Table 2: Solvation free energies (�G [kJ/mol]) at 300 K for the rigid-ion (RI), polarisable
AMOEBA model (A) and three quantum mechanical approaches with di↵erent continuum
solvent models (QM1 = PCM with HF/6-31G(r), QM2 = SM8 with M06/6-31+G**, QM3 =
CPCM with !B97X-D3/ma-def2-QZVPP) compared against previous literature (theoretical
and experimental).

RI A QM1 QM2 QM3 Theo Exp
CH3CO

–
2 -323 -330 -323 -330 -298 -372 to -27860–66 -343 to -32260,63,64,67

+NH3CH2CO
–

2 -199 -181 -199 -215 -188 -247 to -17468–72 -
CH3NH

+
3 -218 -264 -298 -334 -311 -364 to -28161–64,73–76 -305 to -29363,64,74
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Ion Pairing Free Energies

Key quantities to consider when examining the ability of a force field to model the interac-

tions of the organic species with a mineral are the pairing free energies between the organic

molecule and the constituent ions of the mineral. If the thermodynamics of association of

the component ions of the mineral in water with the organic functional groups is reasonable,

then this bodes well for the adsorption free energy at the mineral surface also being accurate.

The free energy profiles for the individual organic molecules interacting with the constituent

ions of calcium carbonate are shown in Figure 3. The ion pairing free energies extracted

from these profiles are included in Table 3.
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Figure 3: Ion pairing free energy profiles of acetate, glycine and methylammonium, as a
function of separation distance, with the constituent ions of calcium carbonate. Here, the
distances for molecular entities are taken between the C of carbonate or the carboxylate
group, as appropriate, and with N for the interaction of glycine and methylammonium with
carbonate. Note that only the interactions between oppositely charged or charged and neu-
tral species are considered, as the interactions between like-charged species are dominated by
Coulomb repulsion. Dashed lines indicate the analytic solution for point charges interacting
in a continuum with the dielectric constant of the appropriate water model.

Comparison of the free energy profiles shown in Figure 3 shows that both force field mod-
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Table 3: Ion pairing free energies [kJ/mol] for the rigid-ion (RI) and polarisable AMOEBA
(A) model at 300 K compared against previous theoretical and experimental data. Two
di↵erent integration limits were employed for each ion pair, namely for the contact ion pair
(CIP) and solvent-shared ion pair (SSHIP).

RI A Theo Exp
[CIP/SSHIP] [CIP/SSHIP]

CH3CO
–

2 + Ca2+ +3.9/-3.5 -8.0/-8.3 -31.6 to -1.713,14 -7.1 to -3.017,77–79

+NH3CH2CO
–

2 + Ca2+ +15.8/+0.8 -1.2/-2.5 -85.3, -7.180,81 -1.180

+NH3CH2CO
–

2 + CO 2–
3 +5.5/+0.2 +3.1/-0.3 - -

CH3NH
+

3 + CO 2–
3 +0.1/-4.6 -2.5/-5.1 - -

els have the correct asymptotic behaviour in the long-range limit for the free energy, which

indicates that the configurational space has been adequately sampled, and that both models

are in good agreement in regard to the stability of the solvent-separated ion pair. Even for

the solvent-shared ion pair, the agreement between the methods is to within thermal energy

at ambient conditions, as demonstrated by the binding free energies given in Table 3. How-

ever, for the contact ion pair there is a systematic deviation, with the AMOEBA description

consistently yielding more stable minima. Indeed, for the interaction between carbonate and

glycine, the rigid-ion model contact state is close to being a point of inflection, while the

barrier to dissociation is not much greater for methylammonium with carbonate. The greater

stability of contact ion pairs in AMOEBA is in line with the expected behaviour due to the

extra stability that results from polarisation when the species interact directly, rather than

via a screening medium. Within the contact ion pairs of acetate and glycine with calcium

there is also the question of how many carboxylate oxygens coordinate to the metal ion?

For the rigid-ion model, monodentate coordination is clearly favoured in both cases with

only a small activation barrier to leave the bidentate configuration at shorter distance. For

AMOEBA, the converse is true in that the bidentate state is strongly preferred, while the

monodentate state becomes essentially a point of inflection rather than a distinct minimum.

Overall, both models have favourable binding energies for acetate and methylammonium

with the constituent ions of calcium carbonate, whereas the estimated pairing free energies

for the glycine zwitterion with calcium and carbonate are not favourable, except for weak as-
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sociation when the ions largely maintain their first hydration shell. The binding free energies

between acetate and calcium are close to the experimentally expected range for both force

field models, if the integration cut-o↵ includes solvent-shared binding modes. These binding

free energies for calcium-acetate are also better than many o↵-the-shelf organic force fields

without any re-parameterisation.14 For example, OPLS-AA without re-parameterisation sub-

stantially overestimates the calcium-acetate binding with an ion pairing free energy of ap-

proximately -32 kJ/mol as calculated by Kahlen et al.
14 The calcium-acetate ion pairing for

both models in this work is also an improvement over the previous rigid-ion force field by

Raiteri et al.,13 where the ion pairing free energy was determined to be -9.5 kJ/mol. Recent

work by de Oliveira et al.
17 also explored the binding of calcium-acetate using a free en-

ergy perturbation approach with di↵erent force fields, including an AMOEBA model. Their

AMOEBA force field result of -11.4 kJ/mol for the CIP overestimated binding compared to

their experimental reference of -3.2 kJ/mol, whereas the re-parameterised AMOEBA force

field from this work gives slightly better agreement with a value of -8.1 kJ/mol. When ex-

amining rigid-ion force fields, de Oliveira et al. found that a formally-charged model led to

overbinding of the calcium-acetate ion pair and advocated for the use of scaled charges to

remedy this issue. In the present work we find that provided the hydration free energies are

well reproduced, then a formal charge model is able to yield binding free energies that are

comparable to the latest experimental value. As a further validation of the calcium-acetate

interactions with AMOEBA, we have used gas phase quantum mechanics to compute the

binding energy for acetate with Ca(H2O)2+5 at the !B97X-D3/ma-def2-QZVPP level of the-

ory. Here the computed internal energy from AMOEBA is -996 kJ/mol in comparison to

-958 kJ/mol from the quantum mechanical data, while the Ca-C distances were 2.736 and

2.748 Å, respectively. Although the di↵erence in the binding energies may appear large in

gas phase, the absolute values are considerably moderated in water and so the percentage

discrepancy (4%) is arguably a better indicator.

The calcium-glycine zwitterion binding free energy for both new models is found to be in
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good agreement with experiment.80 In contrast, our values are at odds with the published

value of -85.3 kJ/mol from DFT,80 which is implausibly strong as a result of equating the

enthalpy with the free energy while neglecting the important entropic contribution. The

binding free energy of -7.1 kJ/mol obtained using the 3D-RISM solvent model81 also supports

weaker binding, even if it is stronger than found in experiment. One possible issue for this

association process is that binding Ca2+ to the glycine zwitterion will shift the pKa of the

glycine. As recently highlighted for the case of bicarbonate,82 whose pKa is similar to the

second value for glycine, the formation of an ion pair decreases the pKa by 1.7. If a similar

e↵ect were to occur for glycine then this would result in a pKa of ⇠7.9 for the ion pair

and implies that partial deprotonation of the ammonium group may occur; something that

is not possible within our non-reactive force fields. Within our AIMD simulations of the

calcium-glycine ion pair in water we did not observe any tendency for the glycine zwitterion

to deprotonate, but this may be a consequence of the small box size where one proton transfer

event represents a substantial shift in pH for the aqueous environment.

The overall trend for calcium-carboxylate binding taken across neutral zwitterionic glycine

and anionic acetate is, as expected, that the strength of ion pairing increases with the in-

creasing negative charge of the organic species. Previously published data83 for a rigid-ion

simulation of calcium binding to aspartate as a doubly-charged anion gives an ion pairing

free energy of approximately -10 to -11 kJ/mol, depending on the specific carboxylate group

involved, which is again consistent with this trend. Of course when extrapolated to an ex-

tended biomolecule, rather than focusing on small fragments, then the local charge becomes

the relevant quantity for determining binding strength, rather than the total net charge.

While carbonate binding to alkyl ammonium functional groups also shows a dependence on

overall charge, the interaction strength is weaker. Indeed the rigid-ion model only shows

binding for the solvent-separated state, which is driven primarily by entropic e↵ects rather

than the Coulomb contribution.
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Conclusions

This work has developed parameters for small organic molecules to be used as proxies for

the interactions of di↵erent organic functional groups with calcium carbonate biominerals.

The force field refinement considered a variety of properties of the aqueous organic molecules

and their association with the constituent ions of calcium carbonate. Two di↵erent models

were derived, namely a rigid-ion model and a polarisable AMOEBA-like model, and their

performance compared against experimental and first principles data for a number of key

properties. While the inclusion of polarisation into force fields is obviously desirable, since

it should enhance the transferability between di↵erent environments, such as from the gas

phase to aqueous solution, it is often excluded based on the increased computational cost to

solve for the self-consistent dipoles. In the present work, we find that the use of a GPU-based

implementation of the AMOEBA model makes it competitive with the parallel CPU-based

rigid-ion model in terms of the number of nanoseconds of molecular dynamics that can

be achieved per day, at least for the system sizes considered here. Both of the force field

models used here are able to reproduce the water structure around the molecules obtained

from ab initio MD, as well as producing acceptable hydration free energies for each of the

species to within the uncertainties associated with such quantities. The one exception is for

methylammonium where the hydration free energy is insu�ciently exergonic for the rigid-

ion model, despite having a solvation environment that is in good agreement with other

approaches. This highlights the need for compromise in the absence of the inclusion of

polarisation, in that agreement for the hydration free energy could only be achieved if water

is allowed to come unrealistically close to the NH+
3 group.

The ion pairing free energies with the constituent ions of calcium carbonate are also in

general agreement between the force field models, except for the contact ion pair state where

ion polarisation becomes more significant. Despite this, the overall binding free energies for

the species except acetate remain in good agreement because of the tendency to give solvent-

shared or solvent-separated states as the most favourable configurations for ion pairing. The
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AMOEBA model generated here yields a free energy of binding for Ca-acetate that is closer

to the experimental range than in other recent work.17 The main di↵erence between the two

studies is that here we use modified parameters that, in particular, target the experimental

hydration free energy of Ca2+. While reparameterisation improves the AMOEBA results for

ion pairing in water, a tendency to overbind remains, as found in previous work.

Having calibrated the interactions for the two most common functional groups found in

biomolecules that influence the crystallisation of calcium carbonate, the overall conclusion

is that each binding interaction in the presence of water contributes of the order of one

to three times ambient thermal energy (kBT). This is important, since it suggests that

coordination of biomolecules during crystallisation requires multiple interactions to achieve

significant attachment rather than being driven by a single strong binding event. Given that

each individual interaction is of the order of thermal energy, binding is reversible, which is

consistent with a catalytic role, rather than incorporation (though this is also possible). This

is in contrast with some previous computational studies that have reported large binding

energies that would lead to irreversible attachment, which stresses the need to consider free

energies of binding and to ensure that force fields are carefully benchmarked prior to being

applied to such systems.
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