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Abstract 

The development of geographic information system (GIS) and spatial methods for 

sustainable built environment planning is an important issue in the construction 

management and spatial science fields. The application of GIS and spatial statistics to 

Earth observation data can provide information and help advise guidelines for 

sustainable built environment design and management at a macro level. Moreover, 

relevant spatial analysis results are valuable to urban and regional governance for 

designing and maintaining phases of the construction management lifecycle. Thus, 

innovation in spatial statistics methods and improvements in GIS applications can 

stimulate built environment management efficiency and support smart urban design. 

Currently, the properties of the built environment of industrial regions supporting 

mining, manufacturing, and utility supply and waste services require more research 

efforts, considering their significant role in the national economy, environmental 

degradation, and potential social costs. In Australia, these three industries contribute 

to approximately 25% of the national GDP and over 95% of air pollutant emissions, 

including nitrogen dioxide and sulphur dioxide, as reported by the National Pollutant 

Inventory (NPI). Thus, it is necessary to monitor and assess the development of the 

built environment, including specific regions and infrastructures supporting these 

three key industries, for smart built environment management and sustainable city 

design purposes.  

Currently, sustainability assessments, smart built environment management, 

and smart cities can be supported by Earth observation big data and spatial analysis 

methods. Earth observation data reveal various remote sensing (RS) properties on 

Earth’s surface, and these properties are indicators of sustainable development. 

Spatial analysis methods are tools that explore the values of Earth observation. Spatial 

methods have been applied to sustainability assessment and scientific 

decision-making for urban construction and the built environment, despite some 
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drawbacks. Some of the drawbacks are from spatial methodology design. The 

geographical detector is an innovative method quantifying the association among 

factors, which has been applied in environmental assessment and construction 

sustainability analysis fields. However, this geospatial method is sensitive to 

statistical distribution of variables, and an improved method is needed for general 

cases. Furthermore, some of the spatial phenomena are not simple and may be related 

to the status of complex. Thus, it is also beneficial to extend the understanding of 

complexity from current spatial theories. The other drawbacks are from the 

application of Earth observation data. The capacity of Earth observation data to 

represent remote sensing properties of industrial lands at a continental level remains 

to be shown. Considering the need for industrial sustainability analysis, the capability 

of Earth observation data, and current geospatial method limitations, this study was 

designed to assess the sustainable development of nationwide industrial regions 

toward smart built environment management using Earth observation big data. This 

study comprised four key steps to assess industrial sustainability, from environmental 

and socio-economic perspectives, to add value to industrial built environment 

management. 

First, the environmental sustainability of nationwide industrial regions was 

assessed by exploring the spatial disparity of the factors affecting air pollutants. This 

step involved a pilot study on environmental sustainability and laid the foundation for 

the subsequent steps. Geographical boundaries of industrial regions were identified 

using a spatial method, and RS and spatial properties of these regions were accessed 

from multiple sources. Spatial disparities in factors affecting air pollutants in 

industrial regions were analysed by geographically weighted regression with 

standardised coefficients. The spatial patterns were further determined at a higher 

level of spatial granularity. Although road density and meteorological factors are 

influential in general, the spatial disparity of factors determining air pollutants in 

nationwide industrial regions is evident. In major cities, natural factors dominate 
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changes in air pollutants. However, human activities are more relevant to the air 

pollutant density in remote areas. 

Second, an innovative spatial method was developed to support industrial 

sustainability analysis and built environment management. A robust geographic 

detector (RGD) was developed to overcome the limitations of previous spatially 

stratified heterogeneity methods. By introducing an optimisation algorithm to 

determine spatial zones, a RGD can analyse spatial data with accurate and robust 

results. This new spatial method was further applied to indicate the spatial association 

between air pollutants and influential factors in industrial regions. The RGD indicated 

that human activities and meteorological factors were strongly associated with air 

pollutant densities in industrial regions. The design of this new spatial method can be 

further applied to various studies involving spatially stratified heterogeneity.  

Third, the sustainable development of industrial regions was analysed from a 

socio-economic perspective via further urban exploration. The development of 

industrial regions is tied to cities, and the pace of industrial development follows the 

pace of the scaling rule. We identified the scaling pace of development in Australian 

cities with a key focus on industrial features. The characteristics of Australian cities 

were demonstrated from multiple perspectives, based on urban scaling theories. The 

spatial association between the pace of industrial development and other urban 

indicators was identified using a RGD. In general, this study validated the consistency 

of scaling development among Australian cities using power-law theory and the 

similarity of scaling disparity features among top-populated cities. Specifically, the 

urban innovation indicator and income level were predominantly and positively 

associated with industrial companies and employees, indicating that innovation 

growth and economic development in Australian cities would stimulate the 

performance of industrial companies and the employment scale. We noted the synergy 

between urban innovation and industrial company performance to be particularly 
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significant in major capital cities. The developed spatial models have broad potential 

to address the spatial and scaling characteristics of industrial features.  

Fourth, the impact of industrial development on economic inequality was 

investigated. The concept of geocomplexity was proposed and quantified to measure 

the spatial impact of selected variables on nationwide economic inequality at a higher 

spatial granularity. Geocomplexity, while accounting for the geography law of 

autocorrelation, was quantified using spatial local complexity. The concept of 

geocomplexity has been applied to explain the errors associated with traditional 

spatial and aspatial models. The results showed that industrial features and relevant 

spatial impacts influence local economic inequality. The consideration of 

geocomplexity can improve the performance of the traditional spatial and aspatial 

models. 

This Ph.D. thesis explores the sustainability of nationwide industrial regions 

from environmental and socio-economic perspectives by processing Earth observation 

big data using innovative methods. The research outcomes yielded upon completion 

of the thesis contribute to innovative methodology design and advice toward smart 

built environment management. In terms of innovation in new methodology 

development, we developed a RGD to overcome the limitations of previous spatially 

stratified heterogeneity models and proposed a spatial concept of geocomplexity to 

explain errors from traditional models and improve estimation accuracy. These new 

methods can improve the spatial planning and management by incorporating 

geographical data-based smart decision-making with reliable outcomes. In terms of 

advancement of smart built environment management, this study provides detailed 

scientific results on sustainability analysis for industrial regions and infrastructures. 

The results of this study provide beneficial, practical, and supportive insights for 

urban and regional governance, with respect to both design and maintenance at the 

macro level.  
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Chapter 1. Introduction 1 

1.1 Background 2 

The construction industry has served to change the world through infrastructure 3 

development. These infrastructures include roads, bridges, utility supply systems, 4 

buildings, industrial infrastructure, and the built environment that supports modern 5 

societies (Bansal, 2011). Construction can be categorised into agricultural, residential, 6 

commercial, industrial, and environmental. The industrial built environment and 7 

constructions, including infrastructure for mining, manufacturing, waste services, and 8 

utility supplies, are critical to the Australian society. Industrial regions and relevant 9 

infrastructure are common sources of air pollution. In the Australian industry, factories 10 

and infrastructure from three key industries (i.e. manufacturing, mining, and utility 11 

supply and waste services) are the main causes of air pollutant emissions, including 12 

carbon monoxide (CO), ozone (  ), nitrogen dioxide (N  ), and sulphur dioxide (S  ) 13 

emissions. More than 95% of N  and S   pollutants are emitted from relevant 14 

industrial infrastructure (Department of the Environment and Energy, Australian 15 

Government, 2021). Spatial studies also imply that air pollutant investigations with 16 

specific industrial land uses as geographical boundaries deserve more attention 17 

(Satterthwaite, 2008). Furthermore, current knowledge about the impact of industrial 18 

features on residential living quality from a socio-economic perspective is still limited. 19 

Considering the importance of the economic contribution and environmental risk, it is 20 

necessary to investigate and assess the sustainable construction of these three industries. 21 

The investigation of sustainable development of three key industries from the 22 

perspective of infrastructure and construction design can be supported by geospatial 23 

tools and Earth observation big data. 24 

Understanding and recognising real problems, establishing models, and 25 

providing feasible solutions are the key stages of construction management. These key 26 

stages can be further broken down into multiple tasks from various disciplines, 27 

including but not limited to spatial engineering, environmental engineering, civil 28 

engineering, and human research (Chiu and Russell, 2011). Each task requires specific 29 

tools to provide solutions. A geographic information system (GIS) is an integrated 30 

system designed to store and analyse spatial information using statistical and spatial 31 
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science strategies. GIS software includes multiple computational functionalities, 32 

including database management, spatial data visualisation, spatial data computation, 33 

construction scheduling, environmental modelling, and safety planning at a macro level. 34 

One of the goals of the GIS application is to provide scientific decision-making for 35 

stakeholders (Worboys and Duckham, 2021). Therefore, the functionality of GIS 36 

software meets the demands of smart built environment management in the construction 37 

industry, and GIS has been applied in construction and built environment management 38 

during the planning, designing, and construction phases. Improvements and innovations 39 

in GIS technologies can stimulate decision-making in built environment construction 40 

management (Cheng and Chen, 2002).  41 

Although GIS software has been utilised in built environment construction 42 

management from multiple perspectives, three limitations need to be addressed (Bansal, 43 

2012). GIS software and relevant strategies are tools for a sustainable built environment. 44 

However, this application has not been fully developed because of the complexity of the 45 

interactions among multiple influential factors. Furthermore, the concept of 46 

sustainability is general and inclusive, and it can be redefined in different scenarios. 47 

Second, risk assessment is a critical part of the construction process, and the utility of 48 

GIS functionality in construction risk assessment has not been fully developed. Risk 49 

assessment from a sustainable development perspective can be further analysed using 50 

GIS with advanced functions. Third, the popularity of GIS software and spatial 51 

functions in construction management may be hampered by educational background, 52 

work experience, and other social issues. Construction management is a 53 

multi-disciplinary field, and not all construction professionals are familiar with GIS and 54 

its latest changes.  55 

Earth observations based on remote sensing (RS) techniques can be an effective 56 

tool for measuring factors that influence sustainability issues. Earth observation 57 

techniques offer disclosure of physical and chemical properties on the Earth’s surface, 58 

from spectral information to physical compositions (Ibrahim et al., 2018). These 59 

advanced technologies have been applied from space to the ground and include topics in 60 

human-environment interactions (HEIs). Numerous sustainability issues, spanning 61 

biology, environmental engineering, spatial engineering, urban planning, and social 62 

science, are discussed based on datasets generated from Earth observation techniques.  63 

Considering the importance of sustainable industrial development and the 64 

capability of GIS and RS applications in built environment management, this thesis is 65 
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designed to assess a sustainable built environment for three industries using Earth 66 

observation data and GIS techniques. 67 

1.2 Research scope 68 

This study focused on assessing sustainable development in Australian industrial 69 

regions toward smart built environment management based on Earth observation data 70 

analysis. Sustainability is investigated from socio-economic and environmental 71 

perspectives, with the scope explained as follows. From the perspective of 72 

environmental sustainability, air pollutants and influential factors in industrial regions 73 

are the focus. Industrial regions are developing at the cost of environmental degradation, 74 

particularly air pollution. Although industrial regions and infrastructure are 75 

acknowledged as the main sources of air pollutant emissions, spatial disparities of factors 76 

affecting air pollutants indicating the internal properties of industrial regions remain to be 77 

discovered. Current knowledge of spatial patterns from the relationship between human 78 

or environmental features and air pollutants in industrial regions is limited. From the 79 

perspective of socio-economic sustainability assessment, the pace of development of 80 

industrial features is analysed from an urban scaling perspective. The development of 81 

industrial regions is tied to cities, and urban scaling is a theory that can identify the pace 82 

of development of urban features, including industrial features, population growth, and 83 

economic development. Furthermore, socio-economic sustainability for an industrial 84 

region means that the region’s development may have a positive impact on economic 85 

equality in the local community.  86 

Therefore, the scope of this thesis includes sustainability assessment of an 87 

industrial built environment via investigation of industrial regions’ association with air 88 

pollutants from an environmental perspective and the scaling pace of industrial 89 

development from a socio-economic perspective. Furthermore, how industrial regions 90 

impact on economic inequality will be analysed using spatial methods. This thesis 91 

bridges the gaps between GIS innovation design and construction management by 92 

investigating a nationwide industrial sustainability assessment as a case study. We 93 

provide clear definitions of sustainability for three industries. First, Earth observation 94 

data were applied in an industrial sustainability assessment to measure various features 95 

and relevant factors. Second, Earth observation data were further explored using 96 

advanced spatial methods, and sustainability patterns from socio-economic and 97 
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environmental perspectives were provided. Third, this study elucidated spatial 98 

methodologies with innovations, and the spatial features uncovered from new spatial 99 

methods were summarised and concluded in this sustainable construction case. This 100 

nationwide case study can further popularise the application of GIS and Earth 101 

observations in the construction industry. 102 

The content of this manuscript is subject to the fields of construction and spatial 103 

science. These tasks, for sustainable construction and built environment design, will be 104 

completed using spatial analysis methods and Earth observation. This study involves 105 

strategies in urban theory, GIS, spatial science, environmental science, and construction 106 

management. Final recommendations and suggestions were provided to stakeholders. 107 

1.3 Objectives 108 

This Ph.D. research aims to assess sustainable development in industrial regions for 109 

smart built environment management using Earth observation big data, considering the 110 

gaps and needs of the current study. Sustainability assessment will be carried out from 111 

environmental and socio-economic perspectives. An advanced spatial analysis method 112 

will be developed to process spatial big data by exploring the advanced spatial 113 

relationships among industrial sustainable indicators and influential factors. 114 

Furthermore, the spatial impact of industrial development on economic inequality will 115 

be assessed. Upon completion of this study, theoretical and practical contributions were 116 

made to built environment management and the construction industry, owing to the 117 

methodology design used and results obtained. New research methodologies have been 118 

proposed and developed to solve the gaps in previous spatial methods. These new 119 

spatial methods can be further applied for spatial planning and management purposes at 120 

the design and maintenance stages of the construction management lifecycle, with 121 

reliable performance. The results of this study provide a systematic overview of 122 

industrial built environment sustainability assessment, which is beneficial to further 123 

urban and regional governance during the maintenance phase of construction 124 

management, as well as future industrial planning at the design phase. Therefore, to 125 

achieve the expected outcomes, the following four objectives were established. 126 

1. To explore the environmental sustainability of industrial regions by studying 127 

the spatial disparities of factors affecting air pollutants nationwide. This objective 128 

focuses on measuring industrial sustainability from an environmental perspective by 129 
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analysing the spatial heterogeneity of the determining factors of air pollutants in 130 

Australian industrial regions. First, spatial methodology of industrial region 131 

identification is proposed, and industrial regions of interest are identified. The 132 

identification methodology and geographical boundaries of industrial regions are the 133 

foundations of the subsequent objectives. Second, various air pollutant data and 134 

influential factor Earth observation data were accessed and pre-processed. Then, the 135 

spatial heterogeneity of air pollutant determining factors was analysed using 136 

geographically weighted regression with standardised coefficients. Finally, spatial 137 

advice has been given based on the identified spatial patterns summarised at a higher 138 

level of spatial granularity. 139 

2. To develop an advanced and innovative spatial association identification 140 

method for spatial analysis and planning. A robust geographic detector was developed 141 

and adapted to overcome previous spatial discretisation limitations in a general 142 

geographic detector using an optimisation algorithm. This innovative method was then 143 

applied to uncover the advanced associations between environmental sustainability 144 

indicators and influential factors. Both objectives 1 and 2 aim at investigating the spatial 145 

patterns of factors affecting air pollutant concentration in industrial regions, while the 146 

second research objective further explores spatial association between air pollutant 147 

density and remote sensing factors from the view of spatial stratified heterogeneity. 148 

Results delivered from the second objective extend the understanding of the 149 

environmental sustainability of industrial regions using remote sensing datasets. The 150 

innovative method, as a kind of geographical detector with a powerful factor analysis 151 

performance, can be further applied in other fields. 152 

3. To assess the socio-economic sustainability of the properties of industrial 153 

features from an urban scaling perspective based on an innovative spatial method. 154 

Industrial development is tied to cities. The pace of development of industrial features 155 

(i.e. industrial region scale, industrial employees, and industrial company count) has 156 

been assessed based on urban scaling theory. Urban features may be correlated and 157 

associated. Thus, the spatial association between industrial regions and other urban 158 

indicators was analysed using a robust geographical detector. 159 

4. To explain the spatial impact of industrial development on economic 160 

inequality using the concept of geocomplexity. Variance in industrial features across 161 

space may lead to the distribution of economic inequality. The concept of 162 

geocomplexity has been proposed to represent the spatial impact of factors. Impact of 163 
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development of industrial features on economic inequality was explored based on the 164 

concept of geocomplexity. 165 

1.4 Significance 166 

This study makes three main contributions to academics and stakeholders according to 167 

the developed methodology framework and implied results.  168 

(1) The development of an advanced and innovative spatial analysis method 169 

supporting spatial planning and built environment management.  170 

This study developed a new analysis method for spatially stratified 171 

heterogeneity identification with innovation. This new method, named the RGD, 172 

overcomes the limitations of spatial zone determination in the previous geographical 173 

detector (GD) model. By developing and integrating an optimisation algorithm, a RGD 174 

can indicate spatial associations between factors with greater accuracy, robustness, and 175 

reliability. In addition to the model design, an advanced algorithm is applied to assess 176 

the sustainability of industrial development from both environmental and 177 

socio-economic perspectives. This newly designed spatial analysis model can also be 178 

applied to different case studies involving spatial datasets in various fields, including 179 

but not limited to environmental engineering, urban planning, and construction 180 

management. These methods are particularly useful for the application of sustainable 181 

built environment design and smart urban planning with clear spatial data support.  182 

(2) The development of an analysis method indicating the complexity of 183 

spatial impact with an application to industrial features’ association with economic 184 

inequality. 185 

This study also proposes and redefines the concept of complexity in spatial 186 

science. This concept is called ‘geocomplexity’ or ‘spatial local complexity’. In spatial 187 

studies, there is a phenomenon that the spatial distribution of numerical variables may 188 

vary across space. In some cases, the distribution may not be consistent with spatial 189 

autocorrelation. Thus, geocomplexity describes whether the current spatial distribution 190 

is complex according to the spatial autocorrelation law. Furthermore, the concept of 191 

geocomplexity was quantified and applied to the association between industrial features 192 

and economic inequality. The consideration of geocomplexity as a factor can improve 193 

the performance of traditional models in further studies. 194 
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(3) Nation-wide key industrial regions being identified and the 195 

sustainability of industrial development being assessed, from both environmental 196 

and socio-economic perspectives, for smart built environment management. 197 

At the application level, newly designed algorithms and traditional models are 198 

utilised to assess the sustainability of industrial development from both environmental 199 

and socio-economic perspectives. Nationwide industrial regions were identified based 200 

on a spatial framework and the Australian Statistical Geography Standards. From an 201 

environmental perspective, determining factors, along with their spatial distributions of 202 

air pollutant densities in industrial regions, are indicated from the computational results. 203 

From a socio-economic perspective, the pace of development of industrial features is 204 

assessed based on the urban scaling theory. The association between industrial features 205 

and other urban indicators was also discussed. These results at the application level 206 

demonstrate the sustainability of industrial regions from different perspectives. 207 

Scientific advice for policymakers and stakeholders was provided based on the research 208 

outcomes. 209 

1.5 Thesis structure 210 

The structure of the remaining parts is shown in Figure 1-1.  211 
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 212 

Figure 1-1. Thesis structure 213 

 214 

Chapter 2 reviews the application of Earth observation in urban construction and 215 

sustainable infrastructure management under the scope of HEIs. This chapter provides 216 

the theoretical foundations for the four objectives. 217 

Chapter 3 explores the environmental sustainability of the industrial built 218 

environment by analysing the spatial disparity of factors affecting air pollutants in 219 

nationwide industrial regions. 220 

Chapter 4 further demonstrates the environmental sustainability of industrial 221 

regions by analysing the spatial associations between air pollutants and influential 222 

factors. A RGD was developed to overcome the limitations of previous models, to 223 

demonstrate the spatial patterns of environmental sustainability.  224 
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Chapter 5 assesses the socio-economic sustainability of industrial features from 225 

the perspective of the urban scaling theory. The power-law scaling pace of industrial 226 

development was estimated. The spatial association between industrial features and 227 

other urban indicators was analysed using a RGD.  228 

Chapter 6 further investigates the socio-economic impacts of industrial features 229 

by explaining the spatial impacts of industrial development on economic inequality 230 

using the concept of geocomplexity. The complexity of the spatial impact was defined 231 

and applied to a case study of economic inequality and industrial features.  232 

Finally, chapter 7 concludes the paper by listing important findings and provides 233 

suggestions to academics, policymakers, and stakeholders.  234 

  235 
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Chapter 2. Earth observations for smart construction management and 236 

sustainable infrastructures under the scope of human-environment 237 

interactions: A review 238 

2.1 Introduction 239 

The development of methodologies for smart urban construction and sustainable 240 

infrastructure is important. Given the case of Australian mining, manufacturing, utility 241 

supply, and waste services industries, industrial regions and relevant infrastructures are 242 

developing at the cost of environmental degradation. The development of these key 243 

industries has had a significant impact on the national economy. However, current 244 

knowledge regarding the sustainable development of key industries is limited. The 245 

sustainable development of industrial regions is a part of smart urban construction and 246 

sustainable infrastructure design. Sustainable industry assessment is also a part of 247 

human-environment interactions (HEIs). Thus, this chapter reviews the capability of 248 

Earth observations for HEIs, smart urban construction, and sustainable infrastructure. 249 

This chapter lays a solid theoretical foundation for the four objectives of this thesis.  250 

HEIs are dynamic processes involving a wide range of research areas, and these 251 

complex processes have been investigated for decades (Kefalas et al., 2019). In this 252 

study, HEIs have been interpreted based on a compound relationship among human 253 

activities, land cover, and the ecological environment. In this article, the word 254 

‘environment’ refers to the ecological environment, which includes abiotic elements 255 

(from soil and water quality to precipitation and temperature) and biotic components 256 

(e.g. vegetation cover, agricultural production, and biodiversity) (Chang et al., 2019). 257 

Human activities at a large spatial scale, such as urban construction, industrial 258 

development, and government-level investment programs, can impose forces leading to 259 

land cover change over both short-term and long-term periods (Desjeus et al., 2015; 260 

Gellrich and Zimmermann, 2007). In this chapter, we review urban construction as a 261 

kind of human activity and discuss the smart urban construction enabled by Earth 262 

observations. Land cover has intensive interactions with human activities and functions 263 

as a key intermediate variable in the HEI dynamic process (Wang et al., 2021). Changes 264 

in land cover from urban construction could affect cities facing the urban heat island 265 

effect (Song et al., 2014), in addition to other potential landscape ecological changes. In 266 
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addition to human forces, land cover can be influenced by natural features, including 267 

wind speed, humidity, precipitation, and topography, through chronic geomorphological 268 

processes (Dai et al., 2014). Furthermore, there are dense interactions between human 269 

activities and the environment. For instance, the aggregation of the construction 270 

industry can lead to air and water pollution (Dong et al., 2019), and poor air quality 271 

would impose negative effects on an individual's health, leading to other social risks. 272 

Urban construction levels may vary across landscapes in different places. Therefore, it 273 

is difficult to investigate the potential relationships under human-environment dynamics 274 

in a systematic way using fixed models. The evolution of Earth observations and remote 275 

sensing (RS) techniques enables environmental variables and land cover dynamics to be 276 

monitored from a more comprehensive global or detailed local perspective (Ustin and 277 

Middleton, 2021). Moreover, spatial analysis approaches for Earth observation data 278 

reveal spatial patterns and create a spatial simulation for landscape management and 279 

decision making. 280 

Earth observation techniques help determine physical and chemical properties of 281 

the Earth’s surface in terms of spectral information and physical compositions. These 282 

advanced technologies have been applied from space to the ground, which includes 283 

various topics in HEI studies. This chapter summarises and reviews the contributions 284 

and significance of Earth observations toward HEI research, based on findings of 285 

previous studies. There have been numerous studies revealing impact of humans on the 286 

ecological environment (Jin et al., 2019), the ecological environment's feedback on 287 

human society and its influence on human decision-making (Zhai et al., 2020), and the 288 

role of Earth observations in environmental monitoring and human development 289 

monitoring (Phiri et al., 2020). Furthermore, theories and models have been developed 290 

to explain the impacts and consequences of human activities on the planet. Relevant 291 

topics include studies on the carbon and nitrogen cycles (Erisman et al., 2013), climate 292 

change (Brody et al., 2018), and other topics relevant to environmental change. Among 293 

these topics, numerous issues, including biology, environmental engineering, spatial 294 

engineering, urban planning, and social science, have been discussed based on datasets 295 

generated from Earth observations and spatial techniques. Generalised Earth 296 

observations include data generated from monitoring stations and mobile technologies, 297 

which could represent natural factors (Gellrich and Zimmermann, 2007), social 298 

behaviours (Ristea et al., 2020), and natural hazards (Bruneau et al., 2021). Apart from 299 

the academic benefits of Earth surface property disclosure, the value of Earth 300 
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observation can be added with the help of analytical methods with innovations. In 301 

general, these methods help further explore the value of Earth observation data by 302 

providing valuable information about spatial relationship identification (She et al., 303 

2017), which is used for spatial pattern and distribution analysis, spatial estimation to 304 

overcome the spatial limitations of field sampling, and spatial decision-making for 305 

governance policy. The remainder of this chapter is organised as follows. The second 306 

subsection shows the key topics of land cover, urban construction, and the environment 307 

using Earth observation data under the scope of HEI analysis. Earth observation data 308 

and analysis methods are explained in the third and fourth subsections. Smart urban 309 

construction plays a key role in sustainable management in HEI research, and Earth 310 

observation and spatial services enable sustainable construction. The relationship 311 

between Earth observation development and smart urban construction is explained in 312 

the fifth subsection. The last subsection concludes the chapter. 313 

2.2 Implementation of Earth observation to land use, land cover, and HEIs 314 

Land cover is a key component in HEI research, which has already been investigated 315 

using Earth observation techniques from multiple perspectives (Foley et al., 2005). We 316 

summarise Earth observation-based land cover studies from three perspectives: land 317 

cover change, land cover mapping, and land cover management and monitoring. There 318 

are three types of land cover studies: those that focus on human endeavours to identify 319 

reasons for generating land cover change in the past (Gellrich and Zimmermann, 2007), 320 

those that focus on human development to learn land cover compositions and 321 

contemporary patterns (Milenov et al., 2014), and those that focus on management of 322 

land cover to improve quality of life in the future. Additionally, investigations have been 323 

conducted to explore natural and social factors relevant to land cover change using Earth 324 

observation data (Kefalas et al., 2019). From a mapping perspective, the spatial patterns 325 

of various land cover types, including urban areas, green spaces, forests, farming-pastoral 326 

ecotones, cropland, terrain, shoreline, and other land covers for specific uses, were 327 

determined based on Earth observation data using spatial approaches. From a land 328 

management perspective, soil properties and landscape metrics have been investigated 329 

intensively. Numerous studies have been conducted on soil moisture, aboveground 330 

carbon, soil nitrogen, soil organic matter, mineral chemicals, and heavy metals. 331 

Furthermore, landscape metrics, as indicators of land patterns, are utilised to show 332 
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landscape design and ecological risk in urban and rural regions (Sahraoui et al., 2021). In 333 

HEI studies, Earth observation has presented irreplaceable values for the aforementioned 334 

indicators. Generally, numerous land cover indicators and relevant spatial metrics are 335 

identified using satellites from Landsat, moderate resolution imaging spectroradiometer 336 

(MODIS), and Sentinel-2, as well as commercial products and airborne-based photos. 337 

Soil property information can be collected via field sampling and from ground in situ 338 

analysis.  339 

Landscape composition and land cover change are represented by spatial and 340 

aspatial patterns of land cover composition and changes over time. Landscape 341 

composition and land cover change are critical concepts in Earth observation and land 342 

cover management (Van et al., 2013). Landscape composition and its changes are 343 

considered a key median process when investigating HEIs using Earth observation data. 344 

Changes in landscape composition are subject to short- or long-term human forces, 345 

including urbanisation and population change, governance policies for ecological 346 

restoration, economic development, and infrastructure development. Landscape changes 347 

are also influenced by long-term natural forces caused by precipitation, topography, 348 

temperature, humidity, and wind speed (Kefalas et al., 2019). The dominance of human 349 

or natural forces was determined by the development level of the study area. Human 350 

forces can influence HEI processes in highly urbanised regions (Chen et al., 2019). As a 351 

process of HEI, land cover changes caused by urbanisation or vegetation recovery may 352 

lead to the urban heat island effect or heat mitigation (Song et al., 2014). Typically, land 353 

covers are water bodies, urban and built-up areas, soil, cropland, and vegetation, which 354 

can be monitored by RS indices. The normalised difference vegetation index (NDVI), 355 

enhanced vegetation index (EVI), normalised difference soil index (NDSI), soil 356 

adjusted vegetation index (SAVI), difference vegetation index (DVI), and impervious 357 

surface fraction (ISF) are indicators generated from Earth observations to monitor the 358 

composition of land cover. Landscape patterns and spatial metrics are other indicators 359 

of morphology and general spatial patterns in urban studies (Herold et al., 2003). 360 

Typically, these spatial metrics were originally derived from land composition (type of 361 

land cover or land composition). Landscape patterns and spatial metrics include patch 362 

number, total urban area, mean urban patch size, patch density, Shannon’s diversity 363 

index, interspersion juxtaposition index, landscape aggregation index, and eccentricity 364 

(McCarty and Kaza, 2015). Land cover is further processed and translated into a new 365 

term named ‘patch’, which refers to homogeneous areas for a specific landscape 366 
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property of research interest, such as ‘industry region’, ‘residential region’, and ‘green 367 

space’. These patch-based indicators are measurements for modelling forms of urban 368 

sprawl and quantifying the shape and spatial patterns of vegetation in natural land 369 

cover. 370 

The construction industry focuses on the design and construction of 371 

infrastructure that supports cities. This urban infrastructure includes roads, dams, utility 372 

supply systems, waste service systems, and green infrastructure. Such infrastructure 373 

supports both daily lives and future development. Construction activity, a representative 374 

of human activities, is an important process of urbanisation and industrialisation. 375 

Therefore, the construction industry can support population growth and urbanisation to 376 

some extent. Population change and urbanisation, which are causes of environmental 377 

pollution, ecological risk, and land cover change in HEI research, are interpreted as 378 

social change and urban development caused by human activities and construction 379 

industry aggregations (Dong et al., 2019). Population is generally indicated by 380 

population or population density in a certain area, and urbanisation is regarded as a 381 

phenomenon of human aggregation from rural to urban areas. Therefore, the 382 

urbanisation level can be transformed and measured by the proportion of the urban 383 

population or other human activity indicators. Population-based data in HEI studies can 384 

be accessed from census data published by governance authorities, and night-time light 385 

(NTL) Earth observation data can be utilised as ancillary data when measuring the 386 

urbanisation level. 387 

With the help of Earth observation development, ecological risks and 388 

environmental pollution can be measured using RS and spatial techniques. The 389 

environmental sensitivity index (ESI), habitat quality index (HQ), and ecological risk 390 

index (ERI) are three indicators that are highly relevant to environmental patterns and 391 

spatial metrics, demonstrating the vulnerability of the ecological environment. As the 392 

ecological environment is a complex system composed of various spatial features with 393 

dynamic interactions, ESI, HQ, and ERI have been proposed, based on human needs, to 394 

evaluate the quality of the physical environment for further sustainable development 395 

decision-making. Currently, spatial studies have already verified strong relationships 396 

among landscape ecological risk, urban infrastructure development, governance policy, 397 

and urbanisation level (Lin et al., 2019).  398 

The ecological and physical environments can also convey feedback to cities or 399 

urban areas when environmental degradation, owing to environmental pollution or the 400 



 

15 

 

urban heat island effect, occurs. In this article, the term ‘environmental pollution’ refers 401 

to pollutants that are detrimental to an individual's health, including but not limited to 402 

wastewater, particulate matter, carbon dioxide, S  , N  , and aerosol optical depth. 403 

These environmental pollutants are relevant to governance policies, population and 404 

urbanisation, economic development, construction industry development, technology 405 

innovation, and landscape design. In most cases, these pollutants can be measured 406 

through air pollution monitoring stations and updated hourly through open-access 407 

platforms. In broad-area research, air pollutants can be monitored more efficiently by 408 

Earth observation data using satellites or unmanned aerial vehicles (UAVs). Current 409 

studies have demonstrated the feasibility of air pollutant monitoring using MODIS 410 

products (Zhang et al., 2018), and other forms of air pollutants can be measured using 411 

UAVs mounted with specific sensors (Lambey and Prasad, 2021).  412 

 413 

 414 

 415 

Figure 2-1. Key topics under the scope of human-environment interactions 416 

 417 

Figure 2-1 summarises the key topics within the scope of HEI. Human activities, 418 

land cover, and ecological environment are mutually related through various processes. 419 

Urban construction is a type of human activity within the scope of HEI, which can lead 420 

to land cover changes and environmental changes. The rest of the chapter will show 421 
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how Earth observation data and analysis methods can be applied in HEI studies and 422 

how Earth observation development could lead to smart urban construction. 423 

2.3 Earth observation data for land cover, infrastructure, and the environment 424 

As free open-access data, Landsat and MODIS products have been widely and 425 

intensively applied in HEI research. Land information from land cover properties and 426 

landscape metrics to land surface temperature and ecological risk indicators can be 427 

generated from Landsat and MODIS products. The derived information and indicators 428 

are valuable for most HEI research relevant to land cover status and construction design. 429 

These data can be further processed using spatial or arbitrary methods. Landsat and 430 

MODIS products can generally be utilised to identify the spatial relationships among 431 

variables. These RS products can also be used to explore spatial patterns and distributions, 432 

spatial estimations, and spatial decision making in HEI studies. Advanced requirements 433 

in HEI can be fulfilled by commercial satellites or satellite missions for specific purposes. 434 

When mapping skinny land features, such as streams and roads, the spatial resolutions for 435 

Landsat or Sentinel-2 are too coarse to provide valid information. High-resolution 436 

commercial products can facilitate detailed mapping tasks (Biotto et al., 2009). 437 

Furthermore, the general commercial satellite image acquisition cost is lower than cost of 438 

obtaining data from airborne-based sensors or UAVs (Lambey and Prasad, 2021). 439 

Moreover, the use of Tropical Rainfall Measuring Mission (TRMM) for precipitation 440 

(Chen et al., 2018) and Shuttle Radar Topography Mission (SRTM) for topography 441 

information facilitates free access to global natural factors measured from satellites.  442 

Airborne-based Earth observation data refer to RS images captured from 443 

airborne or UAVs. The variability of sensors mounted on airborne vehicles or UAVs 444 

determines the capability of airborne-based Earth observation data. Typically, 445 

airborne-based sensors support spectral detection from the visible band to VNIR and 446 

SWIR bands. Active RS, such as LiDAR, is also performed using airborne vehicles. In 447 

HEI research, a few land cover monitoring, NTL collection, and species statistics tasks 448 

are completed with the help of airborne RS, as aerial images provide higher spatial 449 

resolutions than satellite images (Kuechly et al., 2012).  450 

Ground-based Earth observation data are mainly obtained from field sampling 451 

and monitoring stations. Field samplings, sometimes known as in situ data, typically 452 

refer to samples taken at a specific location; the physical or chemical properties of those 453 
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samples are subsequently analysed in the laboratory. This data collection methodology 454 

has been intensively utilised for analysis of soil properties, such as heavy metal 455 

concentration, soil moisture, mineral chemistry, and aboveground carbon and nitrogen. 456 

Although field sampling has time and budget requirements and spatial limitations, more 457 

physical properties and chemical compositions, from above-ground to deep soil, could 458 

be comprehensively studied using such data. In addition to soil quality sampling, field 459 

sampling has been applied for water quality testing (Sun et al., 2016). Ground-based 460 

Earth observation data also include data collected from the monitoring stations. Ground 461 

monitoring stations have been established mainly for natural factor monitoring and air 462 

quality monitoring. Natural factors (e.g. temperature, humidity, and precipitation) and 463 

air quality indicators can be measured frequently from stations (McCarty and Kaza, 464 

2015). Other stations are designed for specific monitoring tasks, such as forest soil 465 

carbon efflux (Crabbe et al., 2019) and water quality. The drawback of the spatial 466 

limitation for missing values from field sampling and monitoring stations can be 467 

mitigated by spatial interpolation or RS image complementarity (Dang et al., 2018). 468 

Currently, mobile technology generates a new type of Earth observation data, 469 

which is published via Twitter, online mapping applications, and other web-based social 470 

media platforms. This type of Earth observation data generally contains geographic 471 

location, event occurrence, and occurrence time. The superiority of the immediate 472 

message-sharing function of mobile technology enables the real-time monitoring of 473 

rapid land cover changes (Ristea et al., 2020). This new data type has been applied for 474 

hazard monitoring purposes (Bruneau et al., 2021). 475 

2.4 Spatial analysis methods for Earth observation applications 476 

2.4.1 Spatial analysis methods and applications in sustainability 477 

To identify relationships among spatial variables, spatial statistical methods, including 478 

spatial regression models, geographically weighted regression (GWR), and bi-variable 479 

Moran's I, can be used. Spatial regressions containing spatial lag, spatial error, or other 480 

advanced forms, along with GWR, are improved forms of analysis methods derived from 481 

standard regressions by introducing a spatial matrix. The bi-variable Moran's I method 482 

enables one-to-one spatial relationship identification, and one response variable can also 483 

be tested with a compound explanatory variable representing multiple raw explanatory 484 
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variables added based on a specific criterion (Balducci and Ferrara, 2018). Relationships 485 

among spatial variables can also be identified using aspatial methods covering 486 

non-spatial regression, multivariable linear regression, and PCA (Chang et al., 2019). 487 

Spatial autocorrelation of spatial variables and topology features of land cover 488 

are two issues in EO-HEI. Spatial autocorrelation can be visualised using Moran's I and 489 

Gi* (Chen et al., 2020), whereas land topology can be elucidated using digital image 490 

processing and spatial metrics. Spatial estimations in HEI mainly refer to spatial 491 

interpolation methods to overcome the spatial limitations of ground sampling. 492 

Numerous Kriging-based methods and deterministic interpolations have been utilised to 493 

estimate soil quality and precipitation. Previous studies have shown that kriging 494 

performs best when estimating soil organic matter (Long et al., 2020). Spatial 495 

decision-making in HEI includes identification of spatial factors that could influence 496 

policymaking, as well as identification and assessment of influential consequences of 497 

spatial variables (Jackson, 2003). Spatial decision-making can be considered a 498 

compound spatial issue at a different level. Spatial decision-making interprets the 499 

results generated from spatial relationships, spatial patterns, and spatial estimations and 500 

draws a further conclusion for smart policy-making purposes (Cheng et al., 2019). 501 

Earth observations and relevant spatial analysis methods have been used to 502 

analyse the factors affecting air pollution. Air pollutants are detrimental to the natural 503 

environment (Wang et al., 2021) and human health (Dockery et al., 1995); monitoring 504 

of air pollution has become a critical environmental justice issue (Xie et al., 2017; Cai et 505 

al., 2020; Tong et al., 2021). Considering the impact of air pollutants, their monitoring 506 

has long been a key research issue. Relevant research efforts have been undertaken from 507 

socio-economic and environmental perspectives (Shmool et al., 2014; Fang et al., 2015; 508 

Ge et al., 2018). These studies have demonstrated that a few spatial factors can lead to 509 

high air pollutant density (Gómez-Losada et al., 2019; Xu et al., 2019). From an 510 

environmental interaction perspective, meteorological factors, including precipitation 511 

and wind speed (Hu et al., 2021), vegetation greenness (Wang et al., 2020), and 512 

topography (Sabrin et al., 2020), are closely related to air pollutant concentrations. 513 

From the perspective of human activity, road development (Dons et al., 2013), 514 

population growth (York et al., 2003; Cui et al., 2019), urbanisation (She et al., 2017), 515 

and industrialisation (Cheng, 2016) can increase air pollution. 516 

2.4.2 Geographical detector (GD): application and future development 517 
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A GD is a method for measuring spatial stratified heterogeneity (SSH) using statistical 518 

variance (Wang et al., 2016). In GD models, the association between dependent and 519 

explanatory variables is quantified using the power of determinant (PD) value, which is a 520 

comparison between the variance within strata and across the entire study area (Wang et 521 

al., 2010). GD has been proposed and widely applied in geography for a decade with 522 

proven solid theories. Current GD is well-developed in diverse applications and 523 

methodology extensions. From an application perspective, GD is a powerful tool for 524 

examining spatial differences (Chen et al., 2019), identifying driving factors (He et al., 525 

2019), and providing spatial advice (Dong et al., 2021). The spatial analysis advantage of 526 

GD has been shown in various studies, from human settlement management to HEI 527 

investigation, at different spatial scales (Raghavan et al., 2013; Qu et al., 2018; Maus et 528 

al., 2020; Song et al., 2021b). From a methodology extension perspective, optimal 529 

parameters regarding the break interval and spatial scale have been investigated to 530 

improve the GD performance (Cao et al., 2013). A spatial association interactive detector 531 

based on the GD theory was proposed to quantify spatial associations between spatial 532 

causes and effects (Song & Wu, 2021a). Moreover, a geographically optimal zone-based 533 

heterogeneity model was developed to improve the measure of SSH based on GD (Luo et 534 

al., 2022). These advanced GD methods have been applied to infrastructure management 535 

and soil moisture modelling.  536 

However, the process of spatial data discretisation has been a sensitive stage for 537 

the exploration of spatial associations, computation of PD values, and identification of 538 

geographical variables. This means that changes in the spatial discretisation method and 539 

the number of spatial zones can typically affect the relative importance of the variables. 540 

In studies in which explanatory variables are continuous numerical data, spatial data 541 

discretisation is a necessary and essential step before using GD models (Wang et al., 542 

2016). In natural and social environment studies, continuous numerical data of 543 

explanatory variables, such as population, economic conditions, wind speed, 544 

precipitation, air pollutant indicators, and vegetation coverage, are common. Therefore, 545 

developing an effective discretisation approach for continuous numerical data is 546 

important for the practical implementation of GD models. To address this issue, an 547 

optimal parameter-based geographic detector (OPGD) was developed to improve the 548 

GD factor detector by providing various discretisation strategies based on the statistical 549 

distribution of explanatory variables (Song et al., 2020). However, these discretisation 550 

strategies do not fully address the limitations of deriving reliable strata using robust 551 
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discretisation approaches. PD values derived from OPGD fluctuate with the increase in 552 

interval breaks during the process of selecting optimal discretisation parameters (Song 553 

et al., 2020; Luo et al., 2021), implying that the stability and robustness of spatial data 554 

discretisation are limited. This is because most of the current spatial discretisation 555 

strategies, including the strategy developed in OPGD, are performed based on 556 

observations of samples, rather than in-depth data characteristics. Therefore, more 557 

effective and robust spatial data discretisation strategies are required to improve GD 558 

modelling. 559 

2.5 Future development of Earth observation, smart urban construction, and 560 

sustainable infrastructure 561 

2.5.1 Earth observation development 562 

In the future, changes may occur in terms of the data sources, analytical techniques, and 563 

platforms used. From a data source and platform evolution perspective, sentinel series 564 

products can be potentially powerful competitors to MODIS and Landsat series products. 565 

UAV and radar images share a large proportion of this research area, owing to their 566 

irreplaceable advantages. Furthermore, as a geospatial processing platform that has 567 

already been developed and researched, Google Earth Engine (GGE) will also be a 568 

popular tool in HEI studies. From a data processing improvement perspective, image 569 

fusion has shown potential for Earth observation data pre-processing, and machine 570 

learning-based methods can be efficient approaches for spatial feature identification. 571 

Radar products and UAV images also play a significant role in HEI based on 572 

their unique features. Owing to the advantages of data acquisition costs and high 573 

usability, UAVs mounted with a variety of sensors are utilised to monitor air quality and 574 

coastal regions (Adade et al., 2021). Furthermore, the feasibility of UAVs also enables 575 

more frequent and higher-spatial-resolution observations for air pollutant monitoring 576 

based on the needs of research (Lambey and Prasad, 2021). As active RS, radar 577 

techniques release and receive microwaves, which are not subjected to bad weather or 578 

other negative natural risks (Minh et al., 2020) Currently, radar has been applied for 579 

plateau and non-residential area mapping (Reinosh et al., 2020). Although there is low 580 

spectral variety and no current open-source platform for data sharing, UAVs and radar 581 
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products have been applied to some HEI issues, including land cover monitoring and air 582 

quality monitoring, owing to their irreplaceable feasibility and utility. 583 

GEE, which exists as a new cloud-based geospatial data platform, will play a 584 

key role in future HEI studies from a big data handling perspective. Earth observation 585 

data can be categorised as big data, as the nature of Earth observation coincides with the 586 

“ V” (volume, velocity, and variety) big data definition. The cloud-based GEE platform, 587 

in the form of software as a service (SaaS), is designed to handle spatial big data tasks 588 

at the petabyte level, from raw datasets to final valuable products. From a data storage 589 

perspective, Earth observation big data can be smartly and efficiently stored in such a 590 

large cloud system via distributed networks. Furthermore, GEE, as an integrated and 591 

well-managed platform, also increases the accessibility and availability of Earth 592 

observation data from multiple sources worldwide. From a processing algorithm 593 

perspective, GEE application programming interfaces (APIs) make better basic Earth 594 

observation data processing algorithm code sharing and accessing environment possible, 595 

which saves time for experts and non-experts. Moreover, the GEE computational 596 

infrastructure with high-speed parallel processing and distributed computing techniques 597 

is an efficient tool for manipulating advanced machine learning or image processing 598 

tasks (Tamiminia et al., 2020).  599 

The coming years may witness the prosperity of image fusion and machine 600 

learning evolution in HEI research. Although not included in current HEI research, 601 

image fusion has the potential to be introduced in the future, as its functionality is 602 

beneficial. Image fusion for hyperspectral images (HSIs) and multispectral images 603 

(MSIs) has been commonly applied in Earth observation studies to improve the HSI 604 

spatial resolution and MSI spectral resolution (Dian et al., 2021). High-quality fused 605 

images, created with more detailed and precise geographical features, can be further 606 

utilised to monitor land cover change. 607 

2.5.2 Earth observation and spatial tools support smart urban construction and 608 

sustainable infrastructure 609 

The construction industry has served to change the world through infrastructure 610 

development. These infrastructures include roads, bridges, utility supply systems, 611 

buildings, green infrastructure, and other forms of built systems that support modern 612 

societies physically and spiritually (Bansal, 2011). Understanding and recognising real 613 
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problems, establishing models, and providing feasible solutions are the key stages of 614 

construction management. These key stages can be further broken down into multiple 615 

tasks from various disciplines, including but not limited to spatial engineering, 616 

environmental engineering, civil engineering, and human research (Chiu and Russell, 617 

2011). Each task requires specific tools to provide solutions. Geographic information 618 

systems (GISs) are integrated systems designed to store and analyse spatial information 619 

using strategies from statistics and spatial science perspectives. GIS software includes 620 

multiple computational functionalities, including database management, spatial data 621 

visualisation, spatial data computation, construction scheduling, environmental 622 

modelling, and safety planning. One of the goals of GIS applications is to provide 623 

scientific decision-making for stakeholders (Worboys and Duckham, 2021). Therefore, 624 

the functionality of GIS software meets the demands of the current construction industry, 625 

and GIS has been applied in construction management from the planning, bidding, and 626 

construction phases. Improvements and innovations in GIS technologies can stimulate 627 

construction management decision-making (Cheng and Chen, 2002).  628 

Although GIS software has been utilised in construction management from 629 

multiple perspectives, three limitations must be addressed (Bansal, 2012). GIS software 630 

and relevant strategies are tools for sustainable construction. However, this application 631 

has not been fully developed because of the complexity of the interactions among 632 

multiple influential factors. Furthermore, the concept of sustainability is general and 633 

inclusive, and it can be redefined in different scenarios. Second, risk assessment is a 634 

critical part of the construction process, and the utility of GIS functionality in 635 

construction risk assessment has not been fully developed. Risk assessment from a 636 

sustainable development perspective can be further analysed using GIS with advanced 637 

functions. Third, the popularity of GIS software and spatial functions in construction 638 

management may be hampered by educational background, working experiences, and 639 

other social issues. Construction management is a multi-disciplinary field, and not all 640 

construction professionals are familiar with GIS and the latest changes.  641 

Earth observation based on RS techniques can be an effective tool for measuring 642 

the influential factors relevant to sustainability issues. Sustainability in construction 643 

management includes, but is not limited to, air pollutant emissions, land cover change, 644 

and the urban heat island effect. The implementation of Earth observation applications 645 

could make sustainability measurements feasible. For air pollutant emission evaluation, 646 

Sentinel products and other commercial products can provide global measurements of 647 
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air pollutant density with a high temporal resolution. For land cover change monitoring, 648 

satellite-based and UAV-based images can be used to monitor changes in land use and 649 

land cover with various images, uncovering different physical properties. For urban heat 650 

island effect assessment, RS products with thermal infrared have been utilised in several 651 

metropolitan areas as case studies.  652 

Construction can be classified into agricultural, residential, commercial, 653 

industrial, and environmental categories. Industrial construction, including 654 

infrastructure for mining, manufacturing, waste services, and utility supplies, is critical 655 

to Australian society. The utility of such infrastructure contributes approximately 25% 656 

of the national GDP and approximately 99% of human-dominated air pollutant 657 

emissions (Department of Environment and Energy, Australian government, 2020). 658 

Considering the importance of the economic contribution and environmental risk, it is 659 

necessary to investigate and assess the sustainable construction of these three industries. 660 

Therefore, the development of Earth observation and spatial tools can help assess the 661 

sustainable construction of the three industries using Earth observation data and GIS 662 

techniques.  663 

The development of Earth observation and spatial tools can help in the 664 

implementation of smart urban construction by overcoming these three gaps. First, in 665 

terms of the requirements of various sustainability features for urban areas, different 666 

sources of Earth observation could provide measures of urban sustainability from 667 

socio-economic and environmental perspectives. Second, in terms of risk assessment in 668 

sustainable construction, spatial tools, geographical measures, and big data analysis 669 

approaches can provide reliable sustainable construction analysis and deliver scientific 670 

decision-making. Third, in terms of the popularity of GIS and Earth observation in the 671 

construction and urban design industries, the demand for and development of GEE 672 

could popularise the application of spatial tools and Earth observation. Furthermore, an 673 

advanced spatial methodology framework can provide more feasible suggestions that 674 

are acceptable and understandable for experts from non-spatial fields.  675 

 676 
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 677 

 678 

Figure 2-2. The development of Earth observation techniques for a better smart 679 

urban construction purpose. 680 

 681 

Figure 2-2 summarises how Earth observation and GIS services can support 682 

smart urban construction and smart city development. The new spatial methodology 683 

framework GEE and Earth observation data form a mutually enhanced system from the 684 

perspective of Earth observation application. GEE works as a platform for sharing new 685 

RS datasets and advanced spatial methodologies, and GEE could popularise the 686 

application of spatial services and RS data among researchers who are experts and 687 

non-experts in spatial services. New forms of Earth observation datasets can provide 688 

input for an innovative spatial methodology framework, and new spatial methods can 689 

elucidate more values associated with novel Earth observation data. Within the scope of 690 

a smart city, the mutually enhanced Earth observation system enables sustainable urban 691 

construction. This system can support urban construction activities with measures of 692 

sustainability features from socio-economic and environmental perspectives, reliable 693 
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sustainable construction analysis, and popularised spatial services. Under the scope of 694 

HEI, the construction industry, as a type of human activity, plays a key role in HEI; 695 

moreover, urban construction stimulates urbanisation, industrialisation, and population 696 

growth. Sustainable urban construction with Earth observation as a management tool 697 

could be beneficial for smart environment design and smart land cover management. 698 

2.6 Conclusion 699 

This chapter summarises the contribution, potential, and significance of Earth 700 

observation for urban construction and land cover under the scope of the HEI. This article 701 

presents the application of Earth observations in construction management, land cover 702 

monitoring, and environmental topics. This chapter also summarises important topics for 703 

applying Earth observation in land cover monitoring, urban construction, and 704 

environments. By utilising spatial methods, the academic values of Earth observations 705 

can be explored using numerous analysis methods. In general, Earth observation could 706 

provide further valuable information regarding spatial relationship identification, spatial 707 

pattern and distribution, spatial estimation to overcome the spatial limitation of field 708 

sampling, and spatial decision-making for governance policy via spatial or aspatial 709 

methods. Finally, there is potential for future HEI research to present technological and 710 

analytical evolution, and advancements can be dominated by three mutually enhanced 711 

technologies, namely, spatial algorithms, the GEE platform, and new Earth observation 712 

data sources. The development of Earth observation and spatial framework systems could 713 

help us achieve smart construction and smart city design goals.  714 

By reviewing spatial methods and Earth observation for urban construction and 715 

industrial sustainability, several research gaps can be bridged at the current stage. 716 

Currently, the geographical detector, a spatial method applied in environmental 717 

assessment and urban construction analysis, needs to be improved by overcoming the 718 

sensitivity to the statistical distribution of variables. Furthermore, some of the spatial 719 

phenomena are not simple and may be related to the status of complex. Thus, it is also 720 

beneficial to extend the understanding of complexity from the view of spatial 721 

dependence. Despite the capacity of Earth observation to represent remote sensing 722 

properties of land uses and land covers has been demonstrated in previous studies, an 723 

extended research application on how Earth observation can be fully utilised to analyse 724 

industrial sustainability at a continental level remains to be shown. The following 725 
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research components of the thesis from Chapter 3 to Chapter 6 overcomes the 726 

limitations of spatial methods in urban construction and built environment and Earth 727 

observation data for industrial sustainability analysis with specific case studies.  728 

  729 



 

27 

 

Chapter 3. Exploring environmental sustainability of industrial regions: 730 

spatial disparities of factors affecting air pollutants in nationwide 731 

industrial regions 732 

3.1 Introduction 733 

Air pollutants are detrimental to the natural environment (Wang et al., 2021); of note, in 734 

recent times, human health (Dockery et al., 1995) and air-pollution monitoring have 735 

become a critical environmental justice issue (Xie et al., 2017; Cai et al., 2020). It is a 736 

known fact that industrial regions and relevant infrastructures contribute to air pollutant 737 

emissions, and the related spatial studies imply that air pollutant investigations, with 738 

specific industrial land use as the geographical boundaries (rather than administrative 739 

boundaries), can be accurate (Satterthwaite, 2008). Thus, a detailed study that 740 

investigates the air pollutant concentrations of a region based on specific land uses, with 741 

spatial reasoning, can support smart regional planning with a clear focus. In case of the 742 

Australian industrial region, factories, and infrastructures, three key industries, i.e. 743 

manufacturing, mining, and utility supply and waste services, are highly relevant to air 744 

pollutants, including carbon monoxide (CO), ozone (  ), nitrogen dioxide (N  ), and 745 

sulphur dioxide (S  ) (Department of the Environment and Energy, Australian 746 

Government, 2021). 747 

The concentrations of air pollutants have long been monitored using remote 748 

sensing and earth observations (Akinwumiju et al., 2021; Roy, 2021). Factor analysis is 749 

one of the most important topics in air pollutant investigations and is supported by 750 

remote sensing techniques. Several relevant previous studies analysed air pollutant 751 

concentration from the socio-economic and environmental perspectives (Shmool et al., 752 

2014; Fang et al., 2015). These studies demonstrated that a few spatial factors can lead 753 

to a high air-pollutant density (Gómez-Losada et al., 2019). From an environmental 754 

interaction perspective, meteorological factors, including precipitation and wind speed 755 

(Hu et al., 2021), vegetation greenness (Wang et al., 2020), and topography (Sabrin et 756 

al., 2020), are closely related to air pollutant concentrations. From an anthropological 757 

perspective, road development (Dons et al., 2013), population growth (York et al., 758 

2003), urbanisation (She et al., 2017), and industrialisation (Cheng, 2016) can increase 759 

air pollution significantly. 760 
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The relationship between the air pollutant concentrations and the characteristics 761 

of industrial regions can be determined using traditional statistical methods (Yang et al., 762 

2019). Furthermore, advanced machine-learning algorithms, including support vector 763 

machines and random forests, were developed to measure industrial air-pollutant 764 

concentrations (Ju et al., 2023). However, the current knowledge about the spatial 765 

patterns that indicate the relationship between the anthropological or environmental 766 

features and the air pollutant concentrations in industrial regions is limited. Currently, 767 

the spatial disparities of the factors that affect air pollutant concentrations, which 768 

indicate the internal characteristics of industrial regions, remain undiscovered. To 769 

explore such spatial relationships, geographically weighted regression (GWR) is a 770 

suitable method (Fotheringham, 2002). In previous studies, this method has been 771 

applied to identify the spatial heterogeneity in the relationship between air pollutants 772 

and their driving factors (Tian et al., 2019; Guo et al., 2021). The practical feasibility of 773 

applying the GWR method to such industrial land-use studies has been proven in 774 

previous works (Fotheringham et al., 2003; Tu et al., 2021).  775 

This study was designed to identify the factors that affect the air pollutant 776 

concentrations, due to the local spatial impacts in industrial regions, at a continental 777 

level. In this study, we identified nationwide industrial regions, based on a spatial 778 

methodology framework, and demonstrated the spatial patterns of the factors that affect 779 

air pollutant concentrations in industrial regions, using the GWR method (with 780 

standardised coefficients). In this study, we also explored the spatial impacts of various 781 

remote-sensing factors on air pollutant concentrations in detail. 782 

3.2 Study area and data 783 

3.2.1 Study area 784 

In this study, we focused on the industrial regions that support key industry activities 785 

across Australia. As of 2020, Australia comprised eight states or territories and had a 786 

population of 25 million. According to the remoteness structure defined by the Australian 787 

Statistical Geography Standard (ASGS), approximately 20,000 km
2
 (accounting for 0.26% 788 

of the country) of the nations’ total area is covered by major cities. Approximately 70% of 789 

the national population resides in major capital cities (Geoscience Australia, 2014; 790 

Australian Bureau of Statistics, 2021a). 791 



 

29 

 

3.2.2 Data 792 

3.2.2.1 Data for industrial region identification 793 

We identified the industrial regions in the country using land-use polygons and points of 794 

interest (POI). The industrial land use polygons were acquired from the OpenStreetMap 795 

(OSM) software (Geofabrik and OpenStreetMap contributors, 2020). The polygons, 796 

tagged as industrial areas, delineated the areas designed for relevant industrial activities. 797 

Note that the industrial polygons from OSM met the definition of areas for manufacturing, 798 

mining, utility supply, and waste services. The POI data, acquired from the National 799 

Pollutant Inventory (NPI) data, included all the officially registered locations of facilities 800 

built for manufacturing, mining, utility, and waste services listed in the NPI (Department 801 

of the Environment and Energy, Australian Government, 2020). 802 

The raw OSM industrial polygons were coarse in size and needed to be 803 

processed prior to computation. According to the ASGS, polygons covering an area of 804 

5000 m
2
 should be the minimal resolution of a region having at least one functional 805 

facility, which also holds true for maintaining the same spatial granularity for an area 806 

having an infrastructure that supports the daily activities of a society (Hadjisophocleous 807 

and Chen, 2010; Yamaguchi et al., 2012). Therefore, land use polygons of areas less 808 

than 5000 m
2
 were considered as points, rather than regions. Thus, extremely small 809 

land-use polygons were converted into points and treated as supplementary POI. Table 810 

3-1 presents a general description of the spatial data used for industrial region 811 

identification. 812 

 813 

Table 3-1. Description of spatial vector data for industrial region identification. 814 

Type of vector data Count Rural Urban Source 

Industrial land use polygon 6237 2869 3368 OSM 

POIs for utility and waste services 1237 841 396 NPI 

POIs for manufacturing 1225 576 649 NPI 
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POIs for mining 711 647 64 NPI 

POIs supplement utility and waste services 1076 1011 65 OSM 

POIs converted from land-use polygons 1221 708 513 OSM 

 815 

3.2.2.2 Air pollutant and explanatory factor data 816 

In this study, the air pollutants were studied by investigating the air pollutant 817 

concentrations measured by satellites. Air pollutant concentrations, including the 818 

column densities of CO,   , N  , and S   , were considered as response variables in 819 

this study (Table 3-2). These remote sensing data were accessed from the Sentinel-5P 820 

mission carried out by the European Space Agency (ESA), acquired from the Google 821 

Earth Engine (GEE) (Google Developers and the European Space Agency, 2020).  822 

The explanatory factors for air pollutant density can be categorised into 823 

anthropological and environmental factors (Table 3-2). For anthropogenic-activity data, 824 

we used the night-time light (NTL) data and estimated population were accessed from 825 

GEE, and road density was obtained from OSM. The NTL data used in this study were 826 

monthly radiance composite images from the visible infrared imaging radiometer suite 827 

(VIIRS) day/night band information provided by the Earth Observation Group (Google 828 

Developers and Earth Observation Group, 2020). The population data were sourced 829 

from the Real-WorldPop Global Population Project of GEE (Google Developers and 830 

Worldpop, 2020). The road data were obtained from OSM open-access Big Data 831 

(Geofabrik and OpenStreetMap contributors, 2020). The size of the industry was 832 

represented by the total number of factories and employees within an industrial region. 833 

The factory counts and employee numbers were acquired from the government’s 834 

open-access database (Department of the Environment and Energy, Australian 835 

Government, 2020).  836 

The environmental factor data consisted of remote sensing data accessed from 837 

the GEE, including the digital elevation model (DEM), normalised difference 838 

vegetation index (NDVI), precipitation, and wind speed. The Australian DEM  839 

provided by Geoscience Australia, with geomorphological information, was acquired 840 

from GEE (Google Developers and Geoscience Australia, 2010). Note that Landsat-8 841 
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remote sensing products (Google, 2020) were the primary source of NDVI information, 842 

owing to their high spatial resolution. The moderate resolution imaging 843 

spectroradiometer (MODIS) NDVI products (Google Developers and the United States 844 

Geological Survey, 2020) provided the information that was missing in the data 845 

acquired from Landsat-8. The precipitation and wind speed data were accessed from the 846 

TerraClimate datasets, which provide the monthly climate information on global 847 

terrestrial surfaces (Google Developers and University of California Merced, 2020). 848 

 849 

Table 3-2. Satellite measurement and raster data summary. 850 

Category Data Spatial 

resolution 

Temporal 

resolution 

Statistics Unit 

Air pollutants in 

industrial regions 

Column 

density of CO, 

  , N  , and 

S   

(Sentinel-5P) 

1113 

meters 

Daily Yearly 

average 

mol/m  

Socio-economic Nighttime light 464 meters Monthly Yearly 

average 

nanoWat

ts/cm /sr 

 Population 100 meters Yearly - count 

Geography DEM 31 meters - - meter 

Vegetation NDVI 

(Landsat8) 

30 meters 18 days Yearly 

average 

- 

 NDVI 

(MOD13A1) 

500 meters 16 days Yearly 

average 

- 

Meteorology Precipitation 4638 

meters 

Monthly Yearly 

sum 

mm 

 Wind speed 4638 

meters 

Monthly Yearly 

average 

m/s 

 851 

3.3 Methods 852 

Figure 3-1 presents a flowchart of the method applied in this study. We adopted three 853 

major steps: industrial region identification, air pollutant and factor data processing, and 854 
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air pollutant determinant factor exploration. Details of the study methods are explained 855 

in the following sections. 856 

 857 

 858 

Figure 3-1. Research workflow and detailed process. (a) Research workflow. (b) A 859 

demonstration of industrial region identification process. (c) Details of remote 860 

sensing data collection. 861 

 862 

3.3.1 Industrial region identification 863 

3.3.1.1 Definition of industrial regions 864 

We redefined the industrial regions serving three key industrial land use: mining, 865 

manufacturing, and utility supply and waste services (Australian Bureau of Statistics, 866 

2021b). The definition and spatial boundary properties of the industrial regions applied in 867 

this study were consistent with the concept of functional areas adopted by the Australian 868 

Bureau of Statistics (Australian Bureau of Statistics, 2021c). Thus, industrial regions 869 

should have a dense infrastructure and must be large enough to preserve the industrial 870 

functions by providing utility and waste services and manufacturing or mining products. 871 

Note that a single industrial region should be equivalent to the industrial functional area 872 
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of Statistical Area Level 2 (SA2). 873 

3.3.1.2 Industrial region identification 874 

In this study, the industrial regions were a combination of industrial land use and 875 

industrial areas with a high density of infrastructure. A demonstration of the industrial 876 

region-identification process is shown in Figure 3-1(b). The industrial regions were 877 

determined based on the OSM polygons and POI. Note that POI and OSM have been 878 

used previously for similar purposes in studies on urban planning (Li et al., 2019; Tu et 879 

al., 2020). A spatial methodology framework for region identification, based on POI 880 

and OSM, through kernel density estimation (KDE) and the use of geographic 881 

information systems (GIS) was adopted in previous studies (Li et al., 2018; Song et al., 882 

2018a).  883 

The industrial polygons acquired from OSM were a part of the industrial regions. 884 

Areas with high densities of industrial infrastructure were also considered to be 885 

industrial regions. The POI representing the facilities that supported the three key 886 

industries listed in Table 3-1 were used to identify he regions with high densities of 887 

industrial infrastructure, by KDE. In general, the KDE method is used to estimate the 888 

density of infrastructure within an area defined by a searching radius for a given kernel 889 

shape. The geographic boundary between the highly dense and non-dense areas, 890 

determined using KDE, can be identified when the cumulative density function (CDF) 891 

change is sufficiently small. An Epanechnikov kernel was used for the KDE function, 892 

while considering a theoretically lower mean square error than that of the Gaussian and 893 

uniform kernels (Chen, 2017). The KDE function was processed with a search radius of 894 

1000 m, equivalent to the size of the SA2 functional area. The pixel size of the KDE 895 

was set at 194 m, equivalent to the finest spatial granularity of the ASGS products 896 

(Zhang et al., 2022). After processing the KDE function, the threshold value used to 897 

determine the boundaries of areas with high densities of infrastructure was 0.5%; the 898 

feasibility and effectiveness of this threshold value has been previously proven (Song et 899 

al., 2018b). 900 

Finally, the industrial land use polygons and the areas having dense 901 

infrastructure were merged. Small-sized industrial regions were filtered after the 902 

merging process. Accordingly, the merged industrial regions of less than 0.4642 903 

km
2
—the size of which was equivalent to the smallest recorded SA2 functional 904 
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areas—were not regarded as valid functional industrial regions and were, therefore, 905 

filtered. The final products of industrial regions were large enough to be functional 906 

areas and have dense industrial infrastructures. 907 

3.3.2 Air pollutants and factors data processing 908 

Remote sensing factors, including air pollutants, NTL, population densities, DEM, 909 

NDVI, precipitation, and wind speed, were collected from the GEE. Note that in this 910 

study, we aimed to investigate how remote sensing and spatial factors affected the air 911 

pollutant concentrations in the industrial regions of Australia in 2020. Spatial factors, 912 

including road density and industrial size, were computed using the GIS data with the 913 

OSM or NPI vector data. The detailed process of remote sensing factor generation is 914 

shown in Figure 3-1(c). Various remote-sensing factors for industrial regions were 915 

calculated using two different methods. The first category of factors, including air 916 

pollutant concentrations, NTL, NDVI, and wind speed, were represented by a 917 

spatiotemporal average for each industrial region. After accessing the remote sensing 918 

datasets, we computed the temporal average of the pixels at the same location for the 919 

entire year and obtained the yearly average of the remote sensing factor at that location. 920 

Then, we estimated the spatiotemporal average of that factor within the industrial region 921 

by computing the mean value of all the temporally averaged pixels inside the industrial 922 

region. The population, DEM, and precipitation factors were treated differently. The 923 

population was the spatial sum of all the pixels within the area, DEM was the spatial 924 

average of all the values inside the area, and yearly precipitation was the spatial average 925 

of the sum of monthly precipitation. 926 

For the NDVI images acquired from Landsat 8, less than 0.1% of the pixels 927 

were not sampled, and these missing values were estimated and interpolated using the 928 

MODIS NDVI products at the same location. Thus, a data fusion method, based on 929 

cubist regression, was used to estimate the missing Landsat-8 NDVI values, using 930 

MODIS NDVI values with high accuracy, as proven by previous studies (Filgueiras et 931 

al., 2020). To maintain consistency with the homoscedasticity assumption in the 932 

regression, we calculated the logarithms for the CO,   , and N   values, prior to 933 

presenting the final results.  934 

When the factor data were processed, we standardised all the factors. The 935 

standardisation process enabled the variables to be unitless and comparable. Thus, the 936 
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coefficients from the regression models were standardised coefficients, and the absolute 937 

value of the standardised coefficients implied the strength of the impacts of different 938 

factors on the air pollutant concentrations in the industrial regions (Wu et al., 2021). 939 

Furthermore, we used the Pearson’s correlation coefficient to indicate the relationships 940 

between the standardised response and the explanatory variables. Then, a 941 

multi-collinearity test was performed to remove the variables containing 942 

multi-collinearity, using a variance inflation factor (VIF) threshold of 2.5. 943 

3.3.3 Multiple regression and GWR with standardised coefficients 944 

Multiple regression and geographically weighted regression are applied to quantitatively 945 

measure factors affecting air pollutants in industrial regions based on factors selected in 946 

the previous process. A multiple regression model, as shown in equation (3-1), is utilised 947 

to quantify the relationship between standardised air pollutant densities and potential 948 

determining factors.  949 

   =  
 
+   

 
       +   (3-1) 950 

where    is air pollutant density at location i, and   
 

 are standardised 951 

coefficients of selected influential factors, which is computed through the ordinary least 952 

squares (OLS). The absolute value of standardised coefficient indicates the influential 953 

strength to air pollutant density.     refers to the j-th influential factor value at location 954 

i, and    is the error term.  955 

A geographically weighted regression with an adaptive kernel is applied to 956 

quantify the relationship between standardised air pollutant density and selected 957 

influential factors considering spatial non-stationarity. The GWR model is shown in 958 

equation (3-2). 959 

   =          +           
 
       +    (3-2) 960 

where    refers to four types of air pollutants,     are selected human or 961 

environmental influential factors, and    is the error term. Values of           are 962 

local standardised coefficients for influential factors, and a higher absolute coefficient 963 

value indicates stronger impacts of potential factors on air pollutants.  964 
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Values of           are computed from equations (3-3) and (3-4). In our study, 965 

industrial regions are sparsely distributed across the nation. For this reason, an adaptive 966 

kernel using k nearest neighbour (KNN) is chosen to compute the weight matrix. To 967 

determine the final bandwidth value, the bandwidth selection function by minimizing 968 

the model root mean square error value is used (Fotheringham et al., 2003). 969 

ß(     ) =                          Y    (3-3) 970 

    =  
 

 

 
 
   

 
           

           

  (3-4) 971 

The Gaussian weight kernel shown in equation (3-4) is applied to compute the 972 

spatial matrix. The adaptive bandwidth is determined by KNN. The     refers to the 973 

distance between two industrial regions. This study uses an R-language-based “spgwr” 974 

package to determine optimal bandwidth value and analysis datasets using GWR. 975 

In this study, spatial disparity refers to the phenomenon in which the strength of 976 

the global influential factor is overwhelmed by another factor owing to local spatial 977 

impacts. The key results, including the spatial pattern and statistical distribution of the 978 

factors affecting air pollutant concentrations, were mainly generated and interpreted, 979 

using the GWR method (with standardised coefficients), as shown in Figure 3-1(a). The 980 

input factors for both the global regression model and the local spatial regression were 981 

standardised. Thus, the strength of the factors could be compared using the absolute 982 

value of the standardised coefficients from both the models, as these coefficients were 983 

unitless and at the same scale. The global and local predominant factors had the greatest 984 

absolute value of standardised coefficients, as indicated by the standardised OLS and 985 

GWR results. Finally, the local spatial results were compared with the global outcomes 986 

to identify the places where the global factors were overwhelmed by other factor(s). 987 

3.4 Results 988 

3.4.1 Identified industrial regions on a continental level 989 

The regions with POI density values greater than 1.95 were selected as the potential 990 

industrial regions. The details of the KDE industrial boundary selection are presented in 991 

Table 3-3. The top 2.5% of the regions with high POI density values, covering an area of 992 
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326 km
2
 across the whole nation, was a part of the study area. 993 

 994 

Table 3-3. Summary of KDE industrial boundary threshold selection based on 995 

POIs density CDF. 996 

POIs density 

range 

KDE pixel 

count 

CDF value Change of CDF 

…… …… …… …… 

(1.45, 1.55] 2842 94.45% 0.82% 

(1.55, 1.65] 2753 95.25% 0.79% 

(1.65, 1.75] 2505 95.97% 0.72% 

(1.75, 1.85] 2224 96.61% 0.64% 

(1.85, 1.95] 1938 97.17% 0.56% 

(1.95, 2.05] 1140 97.50% 0.32% 

(2.05, 2.15] 778 97.72% 0.22% 

(2.15, 2.25] 722 97.93% 0.21% 

(2.25, 2.35] 667 98.12% 0.19% 

…… …… …… …… 

(34.65, 34.75] 1 100% - 

Total  346906   

 997 

Notably, we identified 755 industrial regions across Australia. The industrial 998 

regions covered an area of 1827 km
2
, which occupied 0.025% of the total Australian 999 

land area. The size of the industrial regions of interest in major cities ranged from 1000 

0.46–51 km
2
. The industrial region size in other areas were up to 107 km

2
. Figure 3-2 1001 

portrays the size and spatial distribution of the identified industrial regions. According 1002 

to the statistical distribution by state, New South Wales (NSW) had the most industrial 1003 

regions (in terms of counts; 226). Queensland (QLD) had 192 industrial regions 1004 

(ranking second), followed by Victoria (VIC; 150). Western Australia (WA) contained 1005 

94 industrial regions and ranked fourth, almost equal to the total count in Tasmania 1006 

(TAS), South Australia (SA), and Northern Territory (NT). According to the ASGS 1007 

remoteness definition, 322 of these regions were clustered within major cities. 1008 
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 1009 

Figure 3-2. Identified industrial regions in Australia and comparison with spatial 1010 

distributions of major cities and SA3 boundaries. (a) Spatial distribution of 1011 

industrial regions and main capital cities. (b) Industrial regions in Brisbane. (c) 1012 

Sydney. (d) Perth. (e) Adelaide. (f) Melbourne. 1013 

 1014 

3.4.2 Correlation test, influential factor selection, and multicollinearity test 1015 

The correlation test results are shown in Figure 3-3. According to the factor selection 1016 

process, NTL, DEM, NDVI, precipitation, and wind speed were the influential factors 1017 

selected for the CO density analysis. Road density, NDVI, precipitation, wind speed, 1018 

manufacturing factory count, and mining employee scale were considered as influential 1019 

factors for    density. N   density had nine influential factors: NTL, population 1020 

density, road density, DEM, precipitation, utility and waste service represented by the 1021 

factory and employee scale, respectively, manufacturing factory count, and mining 1022 

factory count. The S   density was influenced by road density, population density, DEM, 1023 

precipitation, wind speed, utility and waste service employee scale, manufacturing 1024 

employee scale, and mining factory count. In terms of the multi-collinearity test, the VIF 1025 

values for the selected variables (listed in Table 3-4) were all less than 2.5, which is 1026 
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generally acceptable for the regression models. 1027 

 1028 

 1029 

Figure 3-3. Correlation test results. 1030 

 1031 

3.4.3 Air pollutant determining factor exploration 1032 

3.4.3.1 Analysis results from multiple regression and GWR with standardised coefficients 1033 

In this study, we determined the general air pollutant determining factors using OLS 1034 

multiple regressions, as shown in Table 3-4. The determining factor for each air pollutant 1035 

density was the factor with the greatest absolute value of the standardised coefficient in 1036 

multiple regressions. In general, meteorological factors affected the air pollutant 1037 

concentrations in the region more than anthropogenic activities. Wind speed was a global 1038 

determining factor for CO,   , and S  , while road density was the determining factor 1039 

for N  . Topography was the second determining factor for CO density, and NDVI was 1040 

the second determining factor for    concentration. Precipitation was the second most 1041 

influential factor on N   and S  . Additionally, anthropogenic activity indicators (i.e. 1042 

NTL, road density, and population density) and manufacturing industry scales were 1043 
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positively related to air pollutant density. 1044 

 1045 

Table 3-4. Multiple regression statistical results. 1046 

 CO    N   S   

Nighttime light 0.107 (***) - 0.182 (***) - 

Road density - 0.264 (***) 0.233 (***) 0.079 (*) 

Population density - - 0.128 (***) 0.113 (*) 

DEM -0.458 (***) - -0.111 (***) 0.090 (*) 

NDVI -0.199 (***) 0.289 (***) - - 

Precipitation 0.229 (***) -0.274 (***) 0.226 (***) 0.209 (***) 

Wind speed -0.556 (***) 0.351 (***) - 0.218 (***) 

Utility and waste 

factory count 

- - -0.109 (**) - 

Utility and waste 

employee 

- - 0.154 (***) 0.129 (***) 

Manufacturing 

factory count 

- 0.092 (**) 0.179 (***) - 

Manufacturing 

employee 

- - - 0.099 (**) 

Mining factory 

count 

- - -0.083 (**) -0.064 (.) 

Mining employee - -0.070 (*) - - 

p –value for 

F-statistic 

<0.001 <0.001 <0.001 <0.001 

R squared value 0.436 0.282 0.387 0.185 

Note: Determining factors in global multiple regressions were bold fonts. Significance 1047 

code: (***) for p < 0.0001, (**) for p < 0.001, (*) for p < 0.01, (.) for p < 0.05.  1048 

 1049 

The spatial disparities of the determining factors, on a continental level, were 1050 

identified by GWR models, as shown in Figure 3-4 and Table 3-5. Figure 3-4 portrays a 1051 

statistical summary of the GWR-significant coefficients of the four air pollutant density 1052 

models used in this study. Evidently, NTL, population density, and manufacturing 1053 
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industry scales were positively related to the air pollutant concentrations across the 1054 

study area; these factors had disparities in their strength. However, road density and 1055 

other environmental factors had spatial disparities in both their influential strengths and 1056 

directions. Table 3-5 provides the supplementary information regarding the significant 1057 

coefficient statistics and the determining factor statistics. Table 3-5 summarises the 1058 

number of industrial regions, where the impact of each spatial factor was statistically 1059 

significant, and the number of industrial regions, where the absolute value of the 1060 

regression coefficient of each spatial factor, was statistically significant. A spatial factor 1061 

was known to be predominant in an industrial region, when the absolute value of the 1062 

standardised regression coefficient was larger than other factors; the standardised 1063 

coefficient should be statistically significant at the 0.05 level. For CO density, 1064 

topography was the most common influential factor in the Australian industrial regions, 1065 

followed by precipitation and wind speed. For    density, precipitation and wind 1066 

speed were the two key determining factors, at a similar level (in terms of count). For 1067 

N   density, precipitation, topography, and NTL were the most significant determining 1068 

factors. For S   density, precipitation was the primary determining factor, followed by 1069 

wind speed and manufacturing employee scale. From Tables 3-4 and 3-5, the spatial 1070 

disparities of the air-pollutant-determining factors across the whole nation were 1071 

apparent. Although wind speed and road density appeared to be the determining factors 1072 

for air pollutant densities in global models, in our study, the predominant factors varied 1073 

significantly. 1074 

 1075 

 1076 
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Figure 3-4. Statistical summary of significant coefficient. (a) GWR model for CO. 1077 

(b) GWR model for   . (c) GWR model for N  . (d) GWR model for S    1078 

 1079 

Table 3-5. Counts of GWR significant coefficient and determining factor. 1080 

 Count of industrial region where this factor is statistically 

significant and predominant / Count of industrial regions 

where the factor is statistically significant 

 CO    N   S   

Nighttime light 6 / 43 - 112 / 434 - 

Road density - 21 / 119 28 / 171 0 / 109 

Population density - - 7 / 231 0 / 105 

DEM 198 / 272 - 166 / 406 20 / 284 

NDVI 9 / 66 23 / 114 - - 

Precipitation 64 / 158 153 / 259 226 / 355 317 / 385 

Wind speed 95 / 185 154 / 254 - 136 / 372 

Utility and waste factory 

count 

- - 18 / 100 - 

Utility and waste 

employee 

- - 37 / 210 17 / 210 

Manufacturing factory 

count 

- 6 / 89 11 / 124 - 

Manufacturing employee - - - 65 / 98 

Mining factory count - - 35 / 132 7 / 72 

Mining employee - 1 / 43 - - 

Quasi-global R squared 

value 

0.899 0.958 0.856 0.847 

Note: Top three determining factors for each model in terms of count are bold fonts. 1081 

 1082 

The multiple regression and GWR model performance are listed in Table 3-6. 1083 

By comparing all air pollutant models, we concluded that the GWR had better Akaike 1084 

information criterion (AIC) and residual sum of squares (RSS) values than the multiple 1085 
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regression. The figures in Table 3-6 indicate that the GWR model had a better 1086 

goodness-of-fit and model quality. That is, the GWR method provided a better 1087 

explanation of the air-pollutant-determining factors on a continental level by 1088 

considering their spatial disparities. 1089 

 1090 

Table 3-6. Model comparison. 1091 

 CO    N   S   

 OLS GWR OLS GWR OLS GWR OLS GWR 

AIC value 1768 660 1957 -152 1841 850 2059 878 

Residual sum of 

squares 

436 77 555 32 474 111 630 118 

 1092 

3.4.3.2 Air pollutant determining factor mapping: Which factor is more influential and 1093 

where 1094 

Generally, the SA3 areas are higher-level spatial areas that enable a global view of 1095 

regional planning (Australian Bureau of Statistics, 2021b). This study provides planning 1096 

and management evidence for stakeholders based on the spatial patterns summarised at 1097 

the SA3 level. In terms of count, the most frequent determining factor for industrial 1098 

regions inside the same SA3 area was regarded as the determining factor of this SA3 1099 

region. The spatial patterns of factors affecting air pollutants are summarised at the SA3 1100 

level and are shown in Figure 3-5. The spatial disparities of factors affecting air 1101 

pollutant concentrations across the nation are obvious and are summarised as follows.  1102 

For CO concentrations, wind speed remained a dominant factor in the inner SA, 1103 

WA, NT, and northern QLD. However, CO density was dominated by topography in 1104 

most parts of the continent, from the eastern coast to the inner NSW and from the 1105 

southern coast to the northwest regions. The CO density was determined by 1106 

precipitation and NTL in the inner WA and northern NT. For    concentrations, wind 1107 

speed dominated the northern WA and the inner parts of the other six states, or 1108 

territories. Nevertheless, precipitation was more influential on the southern coast of WA 1109 

and SA, northeast of NSW, and northern coast of NT and QLD. Vegetation greenness 1110 

was dominant in central WA. Road density was dominant in a minor area of the QLD. 1111 

For N   concentrations, road density only dominated the inner NT and northern QLD, 1112 
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although it worked as a determining factor in the global regression. Precipitation was 1113 

more influential in most parts of the continent. The manufacturing factory scale had a 1114 

significant impact on northern WA. A variety of factors, including NTL and utility 1115 

industry scales, dominated the coast of the QLD. For S   concentrations, wind speed 1116 

had an impact on central WA, inner NT, and a minor region of SA and VIC. However, 1117 

precipitation was more influential in southern WA and most parts of SA, VIC, and 1118 

NSW. Furthermore, the number of manufacturing employees was an important factor 1119 

influencing the S   concentrations in the northern part of the continent.  1120 

The factors affecting the air pollutants in the capital cities of Australia are 1121 

summarised in Table 3-7. Meteorological factors and topography were the common 1122 

attributes of air pollutants. Vegetation greenness also influenced the CO concentrations 1123 

in Melbourne, and the NTL and mining factory scale had an impact on the suburbs of 1124 

Melbourne. NTL also influenced the N   concentrations in the suburbs of Brisbane. 1125 

 1126 

 1127 

Figure 3-5. Air pollutant determining factors in different SA3 areas. (a) 1128 

Determining factor map for CO. (b) Determining factor map for   . (c) 1129 

Determining factor map for N  . (d) Determining factor map for S  . “*” means 1130 

a global determining factor. 1131 

 1132 

Table 3-7. Air pollutant determining factors in five major cities. 1133 
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 CO N   S   

Sydney Precipitation, Wind 

speed 

DEM Precipitation, Wind 

speed, Mining 

factory 

Melbourne DEM, NDVI, 

Precipitation, Wind 

speed 

Nighttime light, DEM, 

Precipitation, Mining 

factory 

Precipitation 

Brisbane DEM Nighttime light, DEM, 

Precipitation 

- 

Perth DEM Precipitation Wind speed 

Adelaide DEM DEM - 

Note: No significant determining factors for    density in all five major cities. 1134 

 1135 

 1136 

Figure 3-6. Distributions of predominant factors under the rank of air pollutant 1137 

concentrations and the rank of industrial region size. Distribution of factors 1138 

affecting (a) CO, (b)   , (c) N  , (d) S   1139 

 1140 
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The distributions of the factors affecting the air pollutant concentrations in the 1141 

study area are shown in Figure 3-6. The scatter plots in Figure 3-6 portray the 1142 

distribution of various predominant factors in ascending ranks of their influence on air 1143 

pollutant concentrations and the industrial region size. The levels of air pollutant 1144 

concentrations predominantly effective in industrial regions are summarised in the 1145 

scatter plots. Evidently, environmental factors, especially meteorological factors, 1146 

influenced the higher concentrations of    and S   in industrial regions. More than 1147 

90% of the higher air-pollutant concentrations in the industrial regions were affected by 1148 

non-anthropogenic factors. In terms of the concentrations of N  , the topographic 1149 

factors were more strongly associated with the air pollutant concentrations in the 1150 

industrial regions. 1151 

3.5 Discussion 1152 

3.5.1 Spatial factors affecting air pollutant density on a continental level 1153 

In this study, we investigated the spatial disparities in the factors that affected the air 1154 

pollutant concentrations in the industrial regions of Australia. The case study 1155 

demonstrated evident spatial disparities in the determining factors. Meteorological 1156 

attributes and topography were the dominant factors that influenced the air pollutant 1157 

densities in most industrial regions; however, the information on anthropogenic factors 1158 

and their spatial patterns is non-negligible. Note that this study is the first study to 1159 

determine the factors of air pollutant concentrations in industrial regions at a continental 1160 

scale. 1161 

General findings include the unitary relationships between air pollutant densities 1162 

and anthropogenic factors. Notably, the study indicates that anthropogenic activities, 1163 

including NTL and population density, and the industry scales of manufacturing, utility 1164 

supply, and waste services are positively related to the air pollutant concentrations. 1165 

These positive relationships were statistically significant in both the nationwide and the 1166 

local industrial areas, mostly coinciding with the outcomes of studies on urban 1167 

industrial regions. During urban expansion, NTL (Yue et al., 2020), population density 1168 

(Liu et al., 2016; Borck and Schrauth, 2021), and industrial land-use scales (Cai et al., 1169 

2020) are positively related to air pollutant densities. As part of human settlements, 1170 

industrial regions follow a similar pattern. 1171 
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Local results from GWR models, indicating non-unitary relationships between 1172 

air pollutants and influential factors, were consistent with previous studies. 1173 

Meteorological factors, including wind speed and precipitation, affected the air 1174 

pollutants in various numerical directions at different locations. This local spatial 1175 

variance was observed in a previous study that investigated the correlation between 1176 

industrial air pollutants and their influential factors (Yang et al., 2019). Road density 1177 

was positively related to N   density, but not to S   density. The positive correlation 1178 

with N   density was consistent with the air-pollutant monitoring models used in 1179 

previous studies (Hoek et al., 2008; Meng et al., 2015; Zhai et al., 2018). The 1180 

non-unitary relationship with S   may be due to the Environmental Kuznets Curve 1181 

(EKC) effect. Road density was mainly negatively related to S   density in VIC, 1182 

where the road infrastructure was well-developed and denser than that in other places 1183 

(Geofabrik and OpenStreetMap contributors, 2020; Vicroads, 2021). Anthropogenic 1184 

activities at the primary stage can lead to environmental degradation, while 1185 

post-development anthropogenic activities, being highly invested, would have the 1186 

opposite effect (Erdogan, 2020; Guo et al., 2021). Therefore, the EKC hypothesis could 1187 

be a reason leading to the non-unitary road density-S   relationship. 1188 

3.5.2 The necessity of studying air pollutants based on specific industrial land uses 1189 

Satterthwaite (2008) regarded industrial land use, rather than administrative boundaries, 1190 

as an exact geographical feature. According to the 2020 NPI report, approximately 98% 1191 

of N   and S   is emitted from industrial regions from three key industries. Previous 1192 

air pollutant monitoring and relevant environmental justice study projects paid more 1193 

attention to urban areas or administrative boundaries (Cooper et al., 2019; Haddad and 1194 

Vizakos, 2020). Nevertheless, planning advice based on exact emission sources would 1195 

be effective, and policy-makers, planners, and study teams are advised to pay more 1196 

attention to the impact of human forces on industrial land use, when monitoring air 1197 

pollutants, as industrial impacts in remote areas are sufficiently large and thus, should 1198 

not be underestimated. 1199 

3.5.3 Limitations 1200 

This study has some limitations. The first limitation is the existence of 1201 

heteroscedasticity in some measurement data shown in Figure 3-7, such as that of S  . 1202 
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Additionally, the potential estimation residuals in the population count were difficult to 1203 

calculate, due to dynamic changes. Considering the changes caused by migration, birth, 1204 

death, and other reasons, the population at a fine spatial granularity would vary in 1205 

different statistical years. Therefore, to estimate the population in industrial regions, 1206 

future studies may use the Real-WorldPop products for the year 2020. 1207 

 1208 

 1209 

Figure 3-7. Residuals vs. fitted plots for GWR models. (a) Residual plot of CO 1210 

density. (b) Residual plot of    density. (c) Residual plot of N   density. (d) 1211 

Residual plot of S   density. Note: GWR made estimations on log-transformed 1212 

CO,   , and N   density. 1213 

 1214 

3.6 Conclusion 1215 

The association between air pollutant concentration and industrial development has been 1216 

reported in several previous studies. However, the spatial patterns of the factors that 1217 

indicate the internal properties of industrial regions, which can affect air pollutant 1218 

concentration, remain un-explored. In this study, we developed a novel set of methods, 1219 

wherein we included a specific land use identification method and GWR (with 1220 

standardised coefficients), to identify the industrial regions in Australia as the exact study 1221 

areas, collect the information of potential factors that may affect air pollutants (using 1222 

remote sensing data), and assess the spatial disparity of the factors that affect the air 1223 

pollutant concentrations in the industrial regions. Our results demonstrate evident local 1224 

spatial impacts on the air pollutant concentrations in continent-level industrial regions. 1225 
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Notably, anthropogenic factors influenced the air pollutant concentrations in the remote 1226 

industrial lands, especially in north Australia, and meteorological and topographical 1227 

factors significantly impacted the concentrations in urban industrial regions. Furthermore, 1228 

within the nationwide industrial land use systems, higher concentrations of   and S   1229 

were more associated with meteorological factors of the area, while the higher 1230 

concentrations of N  were more related to the topographic features of the region. In this 1231 

study, we explored the spatial features of the factors that affect the air pollutant 1232 

concentrations in industrial regions, while providing the results for specific land uses. 1233 

Notably, our study can serve as a reliable framework for future studies on the air quality 1234 

of industrial regions, while providing viable suggestions for the environmental and 1235 

spatial management of industrial lands. 1236 

  1237 
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Chapter 4. Extended exploration of environmental sustainability of 1238 

industrial regions: spatial associations between air pollutants and 1239 

influential factors indicated by robust geographical detector 1240 

4.1 Introduction 1241 

This chapter aims to demonstrate the advanced spatial associations between industrial 1242 

sustainability indicators and influential factors based on spatial stratified heterogeneity. 1243 

To address the limitation of the discretisation strategy for spatial stratified heterogeneity, 1244 

this chapter presents a robust geographical detector (RGD) to effectively explore more 1245 

reliable and robust spatial associations between dependent and explanatory variables 1246 

from a spatial heterogeneity perspective. RGD determines discretisation interval breaks 1247 

using an optimisation algorithm for variance-based change point detection (CPD). In this 1248 

study, RGD was implemented in a nationwide case study to explore the potential factors 1249 

of nitrogen dioxide (NO2) density in industrial regions across Australia, wherein data on 1250 

both NO2 and potential factors were sourced from satellite images and remote sensing 1251 

(RS) products using Google Earth Engine (GEE). A sensitivity analysis was performed to 1252 

evaluate the effectiveness of RGD in exploring spatial associations.  1253 

4.2 Robust geographical detector (RGD) 1254 

RGD is an improvement of the geographical detector (GD), with optimal spatial zones 1255 

determined using the optimisation of spatial data discretisation of explanatory variables. 1256 

Figure 4-1 shows the process of the RGD model for spatial determinant exploration, 1257 

which includes four steps. The first step is the equivalence transformation for RGD using 1258 

a ranking approach, which guarantees the measure of spatial stratified heterogeneity 1259 

(SSH) and creates opportunities for solving an optimisation problem. The second step is 1260 

to redescribe the objective of spatial discretisation as an almost-solved optimisation 1261 

problem. This means that the process of identifying breaks of spatial discretisation is 1262 

transformed into a CPD problem, where change points of explanatory variable ranks are 1263 

identified using a dynamic programming method, and within the sum of squares (SSW) is 1264 

minimised using a least squared deviation cost function. The third step was to calculate 1265 

the power of determinant (PD) values of explanatory variables. In RGD, a B-value is used 1266 

to quantify the PD of variables, with the detected robust change points determined by 1267 
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spatial zones. Finally, the sensitivity of the RGD was evaluated by comparing it with 1268 

previous GD models. In this study, RGD was implemented to explore the spatial 1269 

determinants of air pollutants in industrial regions of Australia, as described in Section 1270 

4.3. 1271 

 1272 

 1273 

Figure 4-1. Process of using RGD model for determinant exploration. 1274 

 1275 

4.2.1 Equivalence transformation for RGD 1276 

RGD is a variant of GD with a robust optimisation discretisation strategy for a more 1277 

effective estimation of spatially stratified heterogeneity. The PD of the explanatory 1278 

variables is computed as a B-value in RGD, as shown in equation (4-1).  1279 

B = 1 
    

   
= 1 

     
  

   

    (4-1) 1280 

where      is the sum of squares within spatial zones identified using the robust 1281 

optimisation strategy of spatial data discretisation for explanatory variables,     is sum 1282 

of squares total of observations in the whole study area, z is an RGD spatial zone,    and 1283 
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  are the number and variance of observations within zone z by discretising an 1284 

explanatory variable, respectively, and N and    are the number and variance of data in 1285 

the whole study area, respectively. Similar to the Q-value in GD, the B-value measures 1286 

the spatial association between dependent and explanatory variables and ranges from 0 to 1287 

1.  1288 

The basic idea for equation (4-1) in the previous optimal parameter-based 1289 

geographic detector (OPGD) quantile method is how much of the spatial heterogeneity 1290 

of the dependent variable can be explained by dividing the sorted explanatory factor 1291 

value (Song et al., 2020), which is identical to dividing the rank of an explanatory factor 1292 

value. RGD quantifies the extent to which the spatial heterogeneity of a dependent 1293 

variable can be explained by the ranks of explanatory variables, instead of the values of 1294 

explanatory variables in GD. Spatial zone z across the space in equation (4-1) is 1295 

determined by discretising the numerical continuous explanatory variable, which means 1296 

that a division of the study area to show the spatial heterogeneity of the dependent 1297 

variable is based on the segmentation of sorted and ranked explanatory variable series 1298 

from the observed minimum to maximum. If dependent and explanatory variables are 1299 

spatially associated, there should be a consistent mathematical relationship between the 1300 

sorted dependent variable value (A) and the sorted rank of this explanatory variable (B), 1301 

meaning that the mapping from A to B is a bijection with a simultaneous increase. 1302 

Discretisation of explanatory variable for RGD is equivalent to categorising the sorted 1303 

rank of explanatory variables. Thus, the process of determining spatial zones using 1304 

explanatory variables can be converted into that of determining spatial zones using the 1305 

ranks of explanatory variables, which is a robust approach without the impact of outliers 1306 

and extreme values, to calculate the PD values based on spatially stratified 1307 

heterogeneity.  1308 

Therefore, a rank transformation has two advantages: it can both guarantee the 1309 

measure of the SSH value based on equation (4-1) and work as an input for the 1310 

optimisation algorithm, simultaneously. Considering these advantages, RGD accepts 1311 

equivalence transformation and investigates how much of the spatial heterogeneity of 1312 

the dependent variable can be explained by the rank of the explanatory variable. This 1313 

transformation converts the original distribution of explanatory variables into a 1314 

sequence of natural numbers, starting from a value of one to the number of total 1315 

observations. Even with no direct computing advantage, transformed relationships (i.e. 1316 

the relationship between the dependent variable and rank of the explanatory variable) 1317 
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can be treated as a simulated signal recorded within a time series, which can be further 1318 

transformed into an optimisation problem.  1319 

4.2.2 Research target redescription 1320 

In previous studies, great efforts have been made to improve GD through various 1321 

methods of spatial discretisation; however, deriving an explicit mathematical approach 1322 

for reliable and robust modelling is still a challenge. The RGD provides a robust solution 1323 

to address this issue. In RGD, the research target can be stated more clearly after 1324 

equivalence transformation because the explanatory variables are continuous sequences 1325 

of natural numbers. The relationship between the dependent variable and the rank of the 1326 

explanatory variable is equivalent to a simulated offline signal series, where the 1327 

dependent variable acts as a signal pulse and the explanatory variable rank is the time 1328 

series. As previous GD discretisation strategies do not fully explore the relationship 1329 

between variables when determining the segmentation point and generating spatial zones 1330 

z, RGD treats minimising SSW as an optimal target to segment the transformed signal 1331 

series. Determining a better discretisation for GD can be rephrased by a clear 1332 

optimisation problem. Given a simulated signal series, it is possible to find a specified 1333 

number of segmentation points that can have the least SSW for a dependent variable. The 1334 

answer to this question is ‘yes’, and the solution is CPD (Page, 1955; Truong et al., 2020), 1335 

which is introduced in the subsequent section.  1336 

4.2.3 Mathematical model of RGD 1337 

The mathematical model of RGD is composed of CPD for simulated signal series 1338 

generated from equivalence transformation for variables and B-value derived from 1339 

change-point segmentation. CPD is a method used to detect the time points of a signal 1340 

series where significant specified types of changes occur. CPD is composed of the cost 1341 

function, searching method, and constraints. The cost function defines the types of 1342 

change to be detected, and this function is also the optimisation target. To minimise the 1343 

SSW, the least squared deviation cost function was selected for RGD. The search method 1344 

is a computing strategy for finding the required change points, and RGD selects a suitable 1345 

search method to overcome past limitations. The previous GD discretisation method 1346 

generated a fluctuating spatially stratified heterogeneity value in equation (4-1) with an 1347 

increase in the interval number. From a computer science perspective, there is a lack of 1348 
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learning experience from the relationship between response and explanatory variables 1349 

and previous segmentation outcomes that lead to unexpected phenomena. Dynamic 1350 

programming is based on the view that an optimal solution to the original problem 1351 

comprises several optimal solutions toward overlapping sub-problems. In CPD, dynamic 1352 

programming divides the task of finding a specified number of change points into 1353 

multiple tasks to find fewer required points. To determine the K number of break intervals, 1354 

the dynamic programming-based CPD algorithm executes (K-1) times and finds a change 1355 

point that meets the optimisation goal once a time. Each subprocess of the K interval 1356 

determination task starts from the last executed optimised results. By minimising SSW as 1357 

the primary optimisation target in each searching sub-task, this bottom-up computing 1358 

strategy guarantees the increment of the spatially stratified heterogeneity value with the 1359 

increase in the specified interval number. Therefore, a dynamic programming search 1360 

method was selected to determine the required segmentation points. There is no CPD 1361 

constraint because the number of intervals can be specified by users based on their needs. 1362 

The key concepts of RGD have been translated into the following pseudocodes:  1363 

 1364 

Algorithm: Change point detection for RGD – dynamic programming and least squared 

deviation 

 Input: simulated signal series, denoted by        
 ; cost function c(   ) = 

           
 

   ; specified number of spatial zone K (no less than 2); lists to record 

costs within each interval given interval number from 1 to K-1, denoted by   , 

  , …,     ; and an empty list denoted by L, with a length of K [the top (K-1) 

elements are to store segmentation points for generating spatial zones, and the last 

element is the number of observations]. 

1 for all rank series pairs (p, q), 1 ≤ p < q ≤ N (number of observations) do 

2       (p, q) ← c(       
 

) 

3 end for 

4 for all j from 2 to K-1 do 

5     for all rank series pairs (p, q), 1 ≤ p < q ≤ N, q – p ≥ j do 

6           (p, q) ←                  (    (p, x) +   (x+1, q)) 

7     end for 

8 end for 

9 L[K] ← N; j ← K 
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10 while j > 1 do 

11     m ← L(j) 

12     x* ←                   (    (1, x) +   (x+1, m)) 

13     L[j - 1] ← x* 

14     j ← j – 1 

15 end while 

16 return list L 

Note: The transformed rank observation series and simulated signal series as the 1365 

algorithm inputs refer to the same processed sequence of data.  1366 

 1367 

The algorithm provided above indicates how RGD intervals are determined 1368 

using CPD, while minimising SSW as the optimisation target. The algorithm from lines 1369 

1 to 8 is a preparation for dynamic programming searching, which is composed of two 1370 

key steps. The algorithm from lines 1 to 3 is used to prepare the storage memory for all 1371 

possible lengths of the sub-series. With the least squared deviation as the cost function, 1372 

the algorithm from lines 4 to 8 computes the cost for all subseries. The remainder of the 1373 

algorithm demonstrates the dynamic programming search process. This algorithm 1374 

returns a vector of segmentation points using a dynamic programming search. K-1 1375 

change points divide the explanatory variable value range into K groups. It is worth 1376 

mentioning that algorithm line 12 is the process to find the optimal combination of 1377 

sub-series, which minimises the cost function by searching all possible lengths of the 1378 

sub-series. When there is an outlier, to minimise the cost function, CPD will detect the 1379 

extreme value or outliers and categorise outliers into a new group if it can minimise the 1380 

cost. Then, the explanatory variables are discretised and categorised based on the 1381 

segment value range. Finally, the spatially stratified heterogeneity value for RGD is 1382 

calculated using equation (4-1) and is denoted as the B-value. To distinguish between 1383 

the terms for OPGD, we regard break intervals determined by RGD as robust 1384 

geographic zones. 1385 

4.3 Advanced spatial associations between air pollutants and influential factors in 1386 

industrial regions  1387 

In this chapter, N   and potential variables that affect N   distributions in the identified 1388 

industrial regions were collected from satellite images and RS products using the GEE 1389 
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platform (Google Developers and the European Space Agency, 2020). Table 4-1 shows a 1390 

summary of the data used in this case study. The air pollutant N   density was the 1391 

dependent variable in this case study. Sentinel-5P products from the European Space 1392 

Agency (ESA) provide satellite measurements of the N   column density. The 1393 

N  column density data in this case study were collected and processed using the GEE.  1394 

 1395 

Table 4-1. Summary of remote sensing datasets and factors 1396 

Data Variable Spatial 

resolution 

Temporal 

resolution 

Unit 

Sentinel-5P Nitrogen 

Dioxide 

N   density 1113 

meters 

Daily mol/m  

GCOM-C/SGLI L3 

product 

LAI 4638 

meters 

8-day m /m  

MODIS Combined 

EVI 

EVI 463 meters 16-day - 

Landsat8 NDVI 30 meters 18-day - 

TerraClimate climate 

data 

Wind speed 4638 

meters 

Monthly m/s 

VIIRS Day/Night 

Band 

Night-time 

light 

464 meters Monthly nanoWatts/cm /sr 

 1397 

In addition, a series of potential variable data were collected to explain the 1398 

spatial pattern of NO2 in industrial regions. Vegetation was represented by the 1399 

normalised difference vegetation index (NDVI), leaf area index (LAI), and enhanced 1400 

vegetation index (EVI). High spatial resolution NDVI information was accessed from 1401 

the Landsat8 collection provided by Google (Google, 2020). LAI information was 1402 

derived from GCOM-C/SGLI Level 3 spatially and temporally averaged products from 1403 

Global Change Observation Mission-Climate and provided by Google (Google 1404 

Developers and Global Change Observation Mission, 2020). Moderate resolution 1405 

imaging spectroradiometer (MODIS) combined 16-day EVI information was accessed 1406 

from the GEE (Google, 2020). Wind speed is a meteorological factor that influences 1407 

N   density. Wind speed information was generated from the TerraClimate datasets 1408 

accessed from the GEE platform (Google Developers and University of California 1409 

Merced, 2020). TerraClimate has been used in spatial research since 1958 to monitor 1410 
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global climate with high spatial resolution. Night-time light (NTL) is an explanatory 1411 

variable that represents human activity in industrial regions. NTL data were remotely 1412 

sensed by the Visible Infrared Imaging Radiometer Suite (VIIRS) Day/Night Band and 1413 

provided by the Earth Observation Group and Colorado School of Mines (Google 1414 

Developers and Earth observation Group, 2020). VIIRS provides monthly updated NTL 1415 

data and can be accessed from the GEE platform. 1416 

 1417 

 1418 

Figure 4-2. Study area and data summary. Size and spatial distribution of 1419 

Australian industrial regions (a), the statistical distribution of dependent variable 1420 

N   column density in industrial regions (b), and statistical distributions of 1421 

explanatory variables leaf area index (LAI) (c), enhanced vegetation index (EVI) (d), 1422 

normalised difference vegetation index (NDVI) (e), wind speed (f), and night-time 1423 

light (NTL) (g). 1424 

 1425 

4.4 Results 1426 

4.4.1 B-value for air pollutant and sensitivity analysis of RGD 1427 

In RGD, the B-values of variables are used to quantify the spatial associations between 1428 

the dependent and explanatory variables. Figure 4-3 shows the B values of the variables 1429 

affecting NO2 density in the industrial regions of Australia. The B-values of the variables 1430 

generally increase with an increase in the number of intervals for spatial data 1431 

discretisation and determining spatial zones. However, the increase rates of the B-values 1432 

gradually decrease with an increase in the number of intervals. Thus, the optimal number 1433 

of intervals for discretisation was selected when the change rates were lower than 0.05, 1434 
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which has been used in a series of previous studies on spatial discretisation (Song et al., 1435 

2020, 2021a; Luo et al., 2021, 2022). The results showed that the optimal discretisation 1436 

intervals for LAI, EVI, NDVI, wind speed, and NTL were 9, 9, 10, 9, and 5, respectively. 1437 

Figure 4-3 (f) shows the B-values of the variables with optimal discretisation. The NTL 1438 

had the highest contribution to the spatial patterns of NO2 density in the industrial regions, 1439 

with a contribution of 0.260 (p < 0.01). The contributions of wind speed, LAI, EVI, and 1440 

NDVI were 0.161 (p < 0.01), 0.161 (p < 0.01), 0.149 (p < 0.01), and 0.097 (p < 0.01), 1441 

respectively. This indicated that in industrial regions, industrial and human activities 1442 

contribute more to the spatial pattern of air pollutants than climate and vegetation 1443 

variables.  1444 

 1445 

 1446 

Figure 4-3. Process of selecting optimal numbers of intervals for the robust spatial 1447 

discretisation for variables LAI (a), EVI (b), NDVI (c), wind speed (d), and NTL (e) 1448 

in RGD, and B-values of variables in affecting NO2 density in industrial regions (f). 1449 

 1450 

The robustness and reliability of RGD for exploring spatial associations and 1451 

potential variables were evaluated by comparing it with OPGD, which is an improved, 1452 

effective, and commonly used GD model. The sensitivity of RGD and OPGD was 1453 

assessed with different numbers of intervals ranging from 3 to 12, which were used to 1454 

determine the spatial zones. Figure 4-4 shows the comparison of PD values of the five 1455 

explanatory variables explored by RGD and OPGD, which have been computed as 1456 

B-values and Q-values, respectively. The results show that RGD is more effective and 1457 

reliable than OPGD models in exploring spatial determinants. The advantages of RGD 1458 

include the following aspects.  1459 
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 1460 

 1461 

Figure 4-4. Comparisons of power of determinant (PD) values, including B-values 1462 

from RGD and Q-values from OPGD, of variables LAI (a), EVI and NDVI (b), wind 1463 

speed (c), and NTL (d). Note: All PD values shown in this figure have a statistical 1464 

significance level with p-value lower than 0.01. 1465 

 1466 

First, the comparison between B-values and the corresponding Q-values with 1467 

identical numbers of intervals shows that RGD can determine better spatial zones that 1468 

can enable stronger spatial associations between the dependent variable and explanatory 1469 

variables. Second, RGD guarantees the increment of the B-value with the increase in 1470 

interval break for explanatory factors, whereas the Q-value from OPGD fluctuates. This 1471 

phenomenon also confirms the robustness of RGD in assessing spatial associations. 1472 

B-values based on a higher number of intervals would have more dynamic 1473 

programming searching processes to find the required breakpoints. The performance of 1474 

RGD was consistent with the model expectation. In detail, OPGD quantified the PD 1475 

value for wind speed from 0.07 with 3 intervals to 0.12 with 12 intervals, and RGD 1476 

calculated the PD value from 0.09 to 0.18 for 10 intervals. The RGD-based B-value of 1477 

the NTL increased from 0.22 to 0.28 with an increase in the interval number, which was 1478 

generally higher than the corresponding Q-values from OPGD. It is worth mentioning 1479 

that the PD value of LAI was at least 200% improved by RGD, when comparing the 1480 

B-values and corresponding Q-values. This finding is discussed in detail in the next 1481 
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section. For EVI and NDVI, RGD improved by no less than 100% of the PD value 1482 

compared with the OPGD results. In summary, NTL had the highest spatial association 1483 

with N   density in the Australian industrial region, followed by wind speed and LAI. 1484 

4.4.2 Analysis of RGD-based robust spatial zones 1485 

In addition to the robustness of RGD shown in the previous section, RGD provided robust 1486 

spatial zones in terms of the comparison of PD ranks of variables between RGD and 1487 

OPGD. A discretisation method is essential for numerical variables prior to presenting 1488 

PD values from RGD or OPGD, and how the explanatory factor is discretised has a 1489 

significant impact on PD values and result interpretation. We give an example of the 1490 

significant impact issue in Figure 4-5. When assessing OPGD-derived Q-values only, 1491 

wind speed seemed to have the second strongest PD with the dependent variable, while 1492 

LAI’s PD ranked the lowest. In both Figure 4-3 and Figure 4-4, OPGD regards LAI as a 1493 

factor with a relatively low association with N   density in industrial regions. However, 1494 

the RGD analysis results indicate that the spatial association between LAI and N   1495 

density is notably underestimated using previous methods. According to Figure 4-3 and 1496 

Figure 4-4, the spatial association of N   density with LAI is as strong as that of wind 1497 

speed when robust geographic zones determined by RGD are used. The PD values of LAI 1498 

and wind speed were 0.12 with 5 intervals and 0.18 with 12 intervals, respectively. The 1499 

RGD method does not make a special treatment for LAI but manages to find suitable 1500 

intervals with minimised SSW for driving factors to be tested.  1501 

 1502 

  1503 

Figure 4-5. Ranks of PD values, including RGD-based B-values (a) and 1504 

OPGD-based Q-values (b). 1505 

 1506 

Furthermore, a map demonstrating robust spatial zones for LAI determined by 1507 

RGD was generated, as shown in Figure 4-6. We present a case with an interval of five. 1508 
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Five spatial zones were noted from ‘A’ to ‘E’, corresponding to the LAI intervals from 1509 

the lowest to the highest. According to the Australian Remoteness Structure, group ‘A’ 1510 

is distributed in nonurban regions. Group ‘B’ has the least group elements located in 1511 

Sydney, Melbourne, and Adelaide. ‘C’ category industrial regions are sparsely 1512 

distributed across the nation. ‘D’ and ‘E’ groups refer to clustering in urban and inner 1513 

regional areas, respectively. As shown in Figure 4-6(f), statistical summaries indicate 1514 

that urban industrial regions have N   density at multiple levels, and rural industrial 1515 

regions categorised in group ‘A’ maintain a low N   density level.  1516 

 1517 

 1518 

Figure 4-6. Robust spatial zones for LAI determined by RGD. (a) Spatial 1519 

distribution of LAI robust geographical zones with 5 intervals. (b) Brisbane. (c) 1520 

Sydney. (d) Perth. (e) Melbourne. (f) Statistical summary of association of N   1521 

column density with LAI of spatial zones. 1522 

 1523 

4.5 Discussion 1524 

4.5.1 Contribution 1525 

In this study, we proposed an RGD model for identifying spatial determinants through the 1526 

optimisation of spatial data discretisation, deriving robust spatial zones, and exploring 1527 

robust spatial associations. GD and its improvements, such as OPGD, are widely used 1528 
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approaches for measuring PD values of explanatory variables in terms of spatially 1529 

stratified heterogeneity. The selection of a spatial data discretisation strategy can 1530 

critically affect the measurement of PD values and interpretation of results. However, 1531 

discretising continuous numeric variables in an effective, robust, and reliable manner 1532 

remains a challenge. This study demonstrates that the developed RGD model can provide 1533 

a robust solution for estimating spatial associations between dependent and explanatory 1534 

variables. RGD has the following advantages for exploring spatial associations. First, by 1535 

using the robust optimisation algorithm, RGD can explore the maximum spatial 1536 

associations, which are much higher than the PD values explored by the OPGD models. 1537 

Second, RGD guarantees the increment of PD values with the increase of interval 1538 

numbers, as the optimisation processes can also be extended with the interval increase, 1539 

which is hardly ensured in previous GD models. Third, RGD is robust for explanatory 1540 

variables with different statistical distributions. In most previous spatial heterogeneity 1541 

models, assumptions of statistical distributions of data are required, such as a normal 1542 

distribution in geographically weighted regression, and modelling is affected by outliers. 1543 

Compared with the OPGD method, which uses only sorted information, RGD further 1544 

utilises and explores the functionality of rank information. Owing to the advantages 1545 

provided by the rank function and CPD algorithm, RGD can effectively overcome the 1546 

impacts of outliers and extreme values in explanatory variables, and assumptions of 1547 

statistical distributions of data are not required. Finally, RGD can provide robust spatial 1548 

zones for a more reliable and practical interpretation of the results. 1549 

4.5.2 Future recommendations 1550 

This study demonstrated the advantages of RGD in the robust estimation of PD 1551 

measurement compared with OPGD because of the optimal interval determination using 1552 

CPD. The original CPD method allowed researchers to make adjustments to the minimal 1553 

segmentation length and control the size of the intervals. In this article, we present RGD 1554 

results with a minimal interval length. Future GD-based spatial heterogeneity research 1555 

could set the minimal segment length parameter based on case requirements or specific 1556 

research targets. The setting of the minimal segment length parameter was related to the 1557 

scale of the spatial analysis (Song et al., 2020). A small minimal segment length can 1558 

enlarge SSW values, and a large minimal segment length can provide better spatial 1559 

visualisation and interpretation for large-scale spatial analysis. In addition, the 1560 
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associations between RGD and other GD-based models can be compared in terms of PD 1561 

values and spatial zone characteristics. For instance, it is interesting that the quantile 1562 

OPGD method is a special case of the RGD. When the minimal segment length is 1563 

equivalent to the number of elements in an equal-sized interval determined by a given 1564 

number of breakpoints, the RGD becomes a quantile OPGD. 1565 

4.6 Conclusion 1566 

This chapter proposes a RGD model to explore robust spatial associations between 1567 

dependent and explanatory variables. The RGD-based analysis of the case study indicates 1568 

that RGD can effectively identify the robust PD values of explanatory variables using a 1569 

rank function and CPD-based optimisation approach for robust spatial data discretisation. 1570 

The analysis and visualisation of the results and sensitivity analysis for model evaluation 1571 

demonstrate that RGD can explore the maximum spatial associations and guarantee a 1572 

stable increase in PD values with an increase in the number of intervals. RGD is robust in 1573 

dealing with variables with different statistical distributions, outliers, and extreme values 1574 

and provides robust spatial zones for spatial analysis. In summary, the RGD provides a 1575 

solution for an in-depth understanding of spatially stratified heterogeneity and spatial 1576 

associations. RGD can be implemented in diverse fields for robust and optimal spatial 1577 

zone identification, spatial determination or factor exploration, and assessment of spatial 1578 

disparities.  1579 

  1580 
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Chapter 5. Assessing social-economic sustainability of industrial 1581 

development from an urban scaling perspective: industrial features 1582 

associated with economy, infrastructure, and innovation 1583 

5.1 Introduction 1584 

Power-law scaling is one of the urban theories that state the rule of development in cities 1585 

during the expansion processes (Lobo et al., 2013b; Keuschnigg et al., 2019; Lei et al., 1586 

2022b). The urban power-law scaling theory proposes that the pace of urban development 1587 

follows the rule of power-law scaling in general, rather than a linear developing rhythm 1588 

(Bettencourt, 2013; Riascos, 2017). Cross-sectional scaling is the most frequently used 1589 

analysis approach in urban scaling analysis, and this method analyses the scaling 1590 

relationship between urban indicators and the population at a specific time (Bettencourt et 1591 

al., 2020). Relevant cross-sectional scaling analysis methods have been intensively 1592 

applied in research on cities to simulate development during city expansions from 1593 

multiple perspectives, including urban morphology (Ovando-Montejo et al., 2021), 1594 

population size (Khan & Pinter, 2016), economy (Xu et al., 2020), infrastructures 1595 

(Lämmer et al., 2006; Kwon, 2018; Ma et al., 2018) and innovation (Lobo et al., 2013a).  1596 

Cross-sectional scaling estimates the average-aggregated scaling development of 1597 

cities, while the characters or properties of each city are also valuable in research and 1598 

practice. The residuals from urban scaling regression models, also known as 1599 

scale-adjusted metropolitan indicators (SAMIs), provide supplementary scaling 1600 

information regarding the characters and disparities of cities within the system 1601 

(Bettencourt et al., 2010; Xiao & Gong, 2022). SAMIs indicate whether local urban 1602 

scaling features are above or below the average level according to the sign of positive or 1603 

negative. How a city is performed within the entire system can be implied by analyzing 1604 

the rank of SAMIs. Studies have validated that the SAMIs have no bias on the urban 1605 

population size (Bettencourt et al., 2010), while spatial effects of SAMIs are evident 1606 

(Xiao & Gong, 2022). The spatial distribution of SAMIs in general and the spatial 1607 

autocorrelation effect of SAMIs in specific have been explored and applied to urban 1608 

policy-making (Yang & Zhao, 2023; Lei et al., 2022a). However, cities are developing 1609 

from multiple perspectives and urban features may be spatially associated. Current 1610 
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knowledge on how urban scaling features are associated and how to explore spatial 1611 

associations among urban features from a power-law scaling perspective is limited.  1612 

Industrial development is important and tied to cities. Given the case in 1613 

Australia, three types of industries, including mining, manufacturing, utility supply and 1614 

waste services play a key role in Australian people’s daily lives. These industries 1615 

contribute around a quarter of the national GDP in 2016 (Australian Bureau of Statistics, 1616 

2017c). These three industries are closely linked to cities in Australia. According to the 1617 

national census in 2016, 84% of employees and companies, from three key industries, 1618 

are resided and operated within cities (Australian Bureau of Statistics, 2020). Previous 1619 

studies suggest that industrial features in cities, such as industrial land use, industrial 1620 

employee, and industrial company, follow the rule of power-law scaling (Bettencourt et 1621 

al., 2007; Lei et al., 2022a), and the development of industrial activities may relate to 1622 

the local economy, infrastructure design, and innovation development (Rietveld et al., 1623 

1994; Kozlov et al., 2017; Wang et al., 2020). Some of the urban scaling properties of 1624 

Australian cities, including personal income and economic inequality, have been 1625 

investigated by Australian research groups (Sarkar et al., 2018; Sarkar, 2019). However, 1626 

further scaling properties of Australian cities regarding industrial performance, 1627 

infrastructure design, and innovation growth remain to be explored. Given the 1628 

importance of industrial development, spatial associations between industrial scaling 1629 

features and urban indicators from the economy, infrastructure, and innovation 1630 

categories, deserve more research effort. Understanding the association among urban 1631 

features is beneficial to scientific decision-making and smart urban design.  1632 

Considering research gaps in exploring spatial associations among urban scaling 1633 

features and limited knowledge on the power-law scaling development of Australian 1634 

cities especially the industrial performance, this study aims to identify spatial disparity 1635 

of urban performance from a power-law scaling perspective with Australian city system 1636 

as a case study, and further explore spatial associations between industrial features and 1637 

urban indicators from multiple perspectives. This study develops a set of methods to 1638 

analyse urban scaling indicators and spatial associations relevant to industrial features. 1639 

Firstly, we apply power-law regression models to assess power-law scaling rules in 1640 

cities. Secondly, SAMIs, i.e., residuals from power-law regression, are used to show 1641 

properties and spatial disparities of urban performance from the view of power-law 1642 

scaling. Lastly, spatial associations between industrial features and other urban 1643 

indicators are assessed by a robust geographical detector (RGD) with optimisation 1644 
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algorithms. In this research, eight urban indicators under the categories of industrial 1645 

features, economy, infrastructure, and innovation are analysed by processing 1646 

open-access datasets. 1647 

5.2 Study area and datasets 1648 

5.2.1 Study area 1649 

This study mainly investigates cities in Australia. These Australian cities are significant 1650 

urban areas (SUAs) defined by Australian Bureau of Statistics (ABS). An SUA refers to a 1651 

geographical boundary that contains at least one urban center with a resident population 1652 

of at least 10,000 (Australian Bureau of Statistics, 2017b). There are altogether 101 SUAs 1653 

in Australia by the year 2016, including Sydney, Melbourne, Brisbane, Perth, Adelaide, 1654 

and other non-capital cities. The area of SUAs ranges from 6189 square kilometers in 1655 

Melbourne to 38 square kilometers in Emerald. The urban population of SUAs ranges 1656 

from 4.4 million in Sydney to 10.2 thousand in Kingaroy. This study investigates the 1657 

scaling properties of 101 all SUAs from the perspectives of industrial features, economy, 1658 

infrastructure, and innovation. The spatial association between industrial features and 1659 

other urban indicators is further explored. 1660 

5.2.2 Urban indicators and datasets 1661 

This study investigates eight urban indicators and demonstrates the scaling properties of 1662 

SUAs from the perspectives of industrial development, economy, infrastructure, and 1663 

innovation. Industrial features include industrial scale, industrial employee, and 1664 

industrial company. The industrial scale indicator refers to the total area of industrial 1665 

regions within each city that support industrial activities of mining, manufacturing, utility 1666 

supply and waste services. Industrial regions are defined to be large enough to be 1667 

functional areas. To study economic development in cities, our research investigates total 1668 

estimated GDP value and total income as urban economic indicators. Our study further 1669 

analyses road length and dwelling count as infrastructure indicators. The innovation 1670 

indicator is measured by the total number of companies providing professional, scientific 1671 

and technical services under the scope of the Australian industry. These companies 1672 

contribute research outputs and development to society, and they are thereafter noted as 1673 

‘R&D company’. The study area and statistical distribution of eight urban indicators are 1674 
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visualised in Figure 5-1. 1675 

The industrial scale is represented by the area of industrial regions. As there is 1676 

no prepared data representing industrial regions, our study identifies these areas from 1677 

raw data provided by OpenStreetMap (OSM) and National Pollutant Inventory (NPI). 1678 

This study defines industrial regions as industrial areas supporting mining, 1679 

manufacturing, utility supply and waste services. Our research pre-processed OSM land 1680 

use data and identified dense infrastructure areas based on POIs. The identified 1681 

industrial regions are composed of large industrial land use and dense industrial 1682 

infrastructure areas. The industrial region identification process is based on the 1683 

Australian Statistical Geography Standards (ASGS) and a POI-based interested spatial 1684 

region identification workflow (Song et al., 2018b). Details of the industrial region 1685 

identification process are explained as follows. Industrial land use data from OSM are 1686 

coarse and extremely small areas should be filtered. According to the ASGS, 5000 1687 

square meters is the minimal scale of a region with at least one functional infrastructure, 1688 

and therefore industrial land uses smaller than 5000 square meters are filtered and then 1689 

considered industrial POIs. Then, 3977 industrial POIs, including converted POIs from 1690 

land use and spatial points representing infrastructures, from OSM and NPI are 1691 

processed by the kernel density estimation (KDE) to generate high-density industrial 1692 

infrastructure areas. The KDE method is executed with 1000 meters as a searching 1693 

radius, 194m x 194m (i.e., the median size of the mesh block, which is the finest spatial 1694 

granularity of ASGS products) as the pixel size for the Epanechnikov kernel (Zhang et 1695 

al., 2022). The 1000-meter searching radius refers to the minimal level of the square 1696 

root of the Statistical Area Level 2 (SA2) functional area. Next, the high-density 1697 

industrial infrastructure areas are determined by the change of cumulative distribution 1698 

function (CDF) from KDE with a threshold value of 0.5%. Finally, large industrial land 1699 

use and dense industrial infrastructure areas are merged, and aggregated industrial areas 1700 

smaller than 0.49 square kilometers (i.e., the minimal scale of SA2 functional areas in 1701 

2016) are filtered. 1702 

 1703 
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 1704 

Figure 5-1. Study area and statistical distribution of indicators. Significant urban 1705 

areas in Australia by population (a), and statistical distribution of urban factors, 1706 

including industrial scale (b), industrial employee (c), industrial company (d), GDP 1707 

(e), total income (f), road length (g), dwelling (h), and R&D company (i).  Note: 1708 

WA – Western Australia, SA – South Australia, NT – Northern Territory, TAS – 1709 

Tasmania, VIC – Victoria, NSW – New South Wales, QLD – Queensland, and SA4 1710 

– Statistical Area Level 4 (sub-state boundaries). 1711 

 1712 

Urban indicators, data descriptions, and sources are shown in Table 5-1. All 1713 

datasets are accessed from OpenStreetMap (OSM), National Pollutant Inventory (NPI), 1714 

ABS, and Dryad. OSM provides raw datasets including industrial land use and point of 1715 

interests (POIs) for industrial region identification, and spatial data of nationwide 1716 

Australian roads (Geofabrik and OpenStreetMap contributors, 2021). NPI provides 1717 

supplementary spatial information on industrial region identification POIs, and these 1718 

POIs are recorded facilities supporting industrial activities from the Australian 1719 

government (Department of the Environment and Energy, Australian Government, 1720 

2016). The ABS census data provide a collection of urban indicators, covering 1721 

industrial employees and companies, total income, dwelling, and R&D companies 1722 

(Australian Bureau of Statistics, 2020). Last, the GDP estimation, with USD as a unit, is 1723 

available from the Dryad platform provided by a research team from Aalto University 1724 

(Matti et al., 2020). As an explanatory variable of urban scaling, the urban population is 1725 

available from the ABS national census (Australian Bureau of Statistics, 2017d). This 1726 
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research uses all datasets representing urban scaling status during the financial year 1727 

2015-2016.  1728 
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Table 5-1. A summary of urban scaling indicators 1729 

Urban indicator Unit Data description Source 

Industrial scale    Total key industrial area within cities OSM, NPI 

Industrial employee Count Total employees working for key industries within cities ABS 

Industrial company Count Total companies registered for key industries within cities ABS 

GDP USD Total estimated GDP of cities Dryad, Aalto University 

Total income AUD (million) Total reported income of cities ABS 

Road length Meter Total road length of cities OSM 

Dwelling Count Total dwelling within cities ABS 

R&D company Count Total companies providing professional, scientific and 

technical services within cities 

ABS 
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5.3 Methods 1730 

Figure 5-2 shows the research method workflow, including three main steps. The first 1731 

step is to compute the power-law scaling of eight urban indicators after industrial 1732 

region scale identification and urban factor data computation. The second step is to 1733 

demonstrate the spatial disparity of urban performance in the scaling development, 1734 

indicated by SAMIs. The last step is to identify the spatial association between 1735 

industrial features and other urban indicators by analyzing SAMIs using a robust 1736 

geographical detector.  1737 

 1738 

 1739 

Figure 5-2. Flowchart of research methods, including power-law scaling of urban 1740 

indicators, spatial disparities of urban performance from a scaling perspective, 1741 

and spatial associations between industrial and other scaling features. 1742 

 1743 

5.3.1 Power-law scaling of urban indicators 1744 

5.3.1.1 Urban indicator data statistics 1745 

Eight urban indicators are computed by functions in geographic information systems 1746 
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(GIS). The industrial scale indicator, referring to the total industrial area with cities, is 1747 

calculated by a ‘Statistics by categories’ method in GIS after all industrial regions are 1748 

categorised by their belonging cities. ABS provides five urban indicators, including 1749 

industrial employee and company, total income, dwelling, and R&D company, at the 1750 

spatial granularity of SA2 level. As cities defined by SUAs are aggregations of SA2 1751 

areas (Australian Bureau of Statistics, 2017a), these five urban indicators, measured by 1752 

ABS, are the sum of values recorded by all SA2 areas within cities. The road length 1753 

indicator is the total length of road lines with cities computed by a ‘sum line length’ 1754 

function in GIS. The GDP of cities is estimated by the sum of all GDP pixel values 1755 

within city boundaries using the ‘Raster layer zonal statistics’ method in GIS. 1756 

5.3.1.2 Urban power-law scaling 1757 

Cities are developing at the pace of power-law scaling. With the city size represented by 1758 

urban population, the relationship between the logarithm-transformed urban indicator 1759 

and logarithm-transformed urban population is linear. The urban power-law scaling 1760 

relationship is shown in equation (5-1).  1761 

Y(t) =          (5-1) 1762 

where Y(t) refers to the urban indicator;    is a normalization constant;      is the 1763 

urban size represented by population;   is the scaling exponent indicating urban 1764 

indicators’ scaling development at a specific time;  , which is the year 2016, is the time 1765 

when these power-law relationships are measured. When urban indicators and urban 1766 

population are logarithm-transformed, the scaling coefficient values can be calculated 1767 

via linear regression models. 1768 

5.3.2 Spatial disparities of urban performance in the scaling development 1769 

5.3.2.1 Scale-adjusted metropolitan indicators 1770 
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Spatial disparities in urban performance, demonstrating characters of each city, are 1771 

represented by SAMIs (Bettencourt et al., 2010). SAMIs, which are dimensionless and 1772 

not influenced by city size, are quantified by residuals from urban scaling regressions, 1773 

shown in equation (5-2).  1774 

   = log(  ) - log(    
 

) = log
  

    
  (5-2) 1775 

where    is the SAMI at city ‘i’;    is the observed value of the urban indicator at 1776 

city ‘i’;   is the scaling exponent;    is a normalization constant, and     
 

 is the 1777 

estimated value of the urban indicator at city ‘i’.  1778 

In this research, the SAMIs values are interpreted by residual-rank plots to 1779 

demonstrate the unique properties of each city in urban scaling. Normalised SAMI 1780 

values can be further analysed using quantitative models for the relationship between 1781 

scaling properties. Thus, we use normalised SAMIs in the following spatial analysis 1782 

processes. 1783 

5.3.2.2 Similarity among cities based on scaling disparities 1784 

The similarity among cities is measured by the Pearson correlation coefficient from 1785 

normalised SAMIs, as shown in equation (5-3). Similar cities may have common 1786 

scaling features from industrial development, economy, infrastructure, and innovation 1787 

perspectives, and the features of each city are represented by normalised SAMIs. In this 1788 

research, we test the similarity among top-populated cities. 1789 

  = 
                

   

           
             

   

 (5-3) 1790 

where    is the i-th normalised SAMI value, representing a kind of scaling feature, of 1791 

the city X;    is the mean value of all normalised SAMI scaling features of the city X; 1792 

   is the i-th normalised SAMI value of another city Y;    is the mean value of 1793 
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normalised SAMI values of the city Y; n is the number of scaling features, which 1794 

corresponds to eight urban indicators. 1795 

5.3.3 Spatial analysis on urban scaling disparities – Robust geographical detector 1796 

Spatial stratified heterogeneity (SSH) is a representation of spatial association based on 1797 

the fact that the within-strata variance is less than the inter-strata variance (Wang et al., 1798 

2016; Song et al., 2020). The spatial association is determined by spatial strata from the 1799 

division of the sorted rank of the independent variable. Thus, the SSH value represents 1800 

how the dependent variable is associated with spatial strata by dividing the rank of the 1801 

independent variable. The robust geographical detector (RGD) is a measure of SSH 1802 

value using an optimised discretisation algorithm to improve the geographical detector 1803 

by minimizing the inter-strata variance and increasing the within-strata variance 1804 

(Zhang et al., 2022). The optimisation strategy for the RGD model is a change point 1805 

detection algorithm with a least squared deviation as a cost function and dynamic 1806 

programming as a searching method. The pseudo code demonstrates how the spatial 1807 

strata of cities are determined.  1808 

 1809 

Pseudo code: Determining robust spatial strata of cities 1810 

 Input: a list of dependant variable values of 101 SUAs sorted by the rank of an 

independent variable        
 , cost function c(  ) =            

 
    (least 

squared deviation), the number of spatial strata K determined by (K-1) change 

points, number of observations N.  

1 for all possible lengths (1 < r < N ) of sub-list (p, q) do 

2     store the cost value of each sub-list; 

3 end for 

4 for all the sub-list (p, q) with a length from 2 to K-1 

5     find and store the division point that divides sub-list (p, q) into 2 smaller lists 
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with a minimum sum of the cost; 

6 end for 

7 set the last observation as the first change point; j ← K; 

8 while j > 1 do 

9     start with the latest change point and find a division point that divides the 

sub-list into 2 smaller lists with a minimum sum of the cost; 

10     store the division point as the latest change point; 

11     j ← j – 1; 

12 end while 

13 return the change point list 

 1811 

 The SSH value representing the spatial association between factors can be 1812 

calculated from the geographical detector after the determination of robust spatial 1813 

strata of cities. The formula for SSH computation is shown in equation (5-4) (Wang et 1814 

al., 2016; Song et al., 2020; Zhang et al., 2022). In this research, our RGD model sets 1815 

the minimum number of observations in each group as no less than five in the 1816 

optimisation algorithm processing. To be consistent with the SAMI-rank analysis, the 1817 

RGD model uses the descending order rank to determine spatial zones: 1818 

B = 1 
     

  
   

    = 1 
   

   
 (5-4) 1819 

where    is the number of observations within the sub-stratum h by discretizing the 1820 

explanatory factor; N is the total number of observations;   
  is the variance within a 1821 

sub-stratum h by discretizing the explanatory factor;    is the variance of the whole 1822 

study area. SST refers to the Sum of Squares Total and SSW refers to the Sum of Squares 1823 

Within spatial strata. The B value ranges from 0 to 1. A higher B value indicates a 1824 

stronger spatial association between two variables. The B value is a measure of spatial 1825 

stratified heterogeneity, which is also an indicator of the power of determinants. One of 1826 

the primary research purposes of this study is to identify the spatial relationship 1827 
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between industrial features and other urban indicators based on scaling properties. The 1828 

response variable is the normalised SAMI value from one of the industrial feature 1829 

indicators, and the explanatory variable is the normalised SAMI value from one of the 1830 

urban indicators under the category of economy, infrastructure, and innovation. All 101 1831 

SUAs are divided into multiple strata based on the rank of an explanatory variable 1832 

using RGD. 1833 

5.4 Results 1834 

5.4.1 Power-law scaling of urban indicators 1835 

The average scaling development of eight urban indicators from four categories is 1836 

measured based on urban scaling regressions, and statistical results are demonstrated in 1837 

Figure 5-3 and Table 5-2. According to urban scaling coefficients and their 95% CI 1838 

value range, scaling paces of industrial scale and infrastructure indicators are sub-linear, 1839 

scaling paces of industrial employee development and industrial company development 1840 

are almost linear, and power-law developments of economy and innovation indicators 1841 

are super-linear. All urban scaling regression models are robust with adjusted 1842 

R-squared values no less than 0.7 and all p-values for F-statistics are significant at the 1843 

0.01 level. The general results, which show the sigmoidal development of 1844 

infrastructure scaling indicators and booming development of wealth and innovation, 1845 

coincide with general findings and assumptions of the urban scaling theory. It is worth 1846 

noting that this study differentiates the computation of industrial scale and other urban 1847 

indicators. As the industrial scale considers regions large enough to be functional areas 1848 

only, not every city has one or more industrial regions inside. There are 50 large cities 1849 

that have industrial regions inside. Therefore, when analyzing the industrial scale 1850 

indicator in urban scaling regression and further spatial or aspatial relationships 1851 

involving this factor, computation results are based on these 50 observations with 1852 

industrial regions. 1853 
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 1854 

Figure 5-3. Urban scaling regression results. (a) Urban scaling of industrial 1855 

features. (b) Urban scaling of economic indicators. (c) Urban scaling of 1856 

infrastructure indicators. (d) Urban scaling of the innovation indicator. 1857 

 1858 

Table 5-2. Urban scaling of industrial features, economy, infrastructure, and 1859 

innovation 1860 

Urban indicator β value 95% CI Adj-   Category 

Industrial scale 0.82 [0.67, 0.97] 0.70 Industrial feature 

Industrial employee 0.93 [0.86, 1.00] 0.88 Industrial feature 

Industrial company 1.01 [0.97, 1.06] 0.95 Industrial feature 

GDP 1.11 [1.03, 1.18] 0.90 Economy 

Total income 1.05 [1.01, 1.09] 0.97 Economy 

Road length 0.85 [0.80 , 0.90] 0.93 Infrastructure 

Dwelling 0.97 [0.96, 0.98] 0.99 Infrastructure 

R&D company 1.21 [1.16, 1.26] 0.96 Innovation 

 1861 
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5.4.2 Spatial disparities of urban performance from a scaling perspective 1862 

The urban scaling theory suggests a sub-linear scaling development for infrastructure 1863 

indicators and super-linear development for wealth and innovation indicators. The 1864 

sub-linear infrastructure scaling development is due to the optimised design and 1865 

efficiency of the urban system, and this value also implies the share ratio of public 1866 

facilities for cities. Local infrastructures are publicly shared by residents where the 1867 

scaling coefficient is low. This fact further indicates that cities with negative SAMI 1868 

values for infrastructure indicators have higher efficiency in infrastructure design than 1869 

the average level. On the contrary, wealth and innovation are developing at an 1870 

accelerating speed and relatively fast developments are indicated by high scaling 1871 

coefficients. Therefore, cities with positive SAMI values for wealth and innovation 1872 

indicators have greater development potential than the average level of the whole 1873 

system.  1874 

Thus, apart from general scaling development indicated by scaling coefficients, 1875 

the character of each city indicated by SAMIs can also provide valuable information. 1876 

Statistical distributions of SAMIs of eight urban indicators are further analysed by 1877 

their rank as shown in Figure 5-4. The top-ranked city of each scaling relationship and 1878 

five Australian major capital cities are highlighted in these figures. According to 1879 

SAMI-rank plots, Sydney surpasses the other four major cities in terms of scaling 1880 

performance in infrastructure efficiency, economy, and innovation. Figure 5-4(a), 1881 

Figure 5-4(f), and Figure 5-4(g) demonstrate that Sydney has negative SAMI values 1882 

for industrial region scale, road, and dwelling. These facts indicate that the 1883 

infrastructure design in Sydney is relatively efficient from the view of urban scaling. 1884 

Sydney has higher SAMI values in both total income and R&D company as shown in 1885 

Figure 5-4(e) and Figure 5-4(h), which further implies Sydney’s higher accelerating 1886 

achievement in economic and innovation than the average level. Two economic 1887 

SAMIs from Figure 5-4(d) and Figure 5-4(e) also suggest that Perth has a good 1888 
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economic performance in urban scaling. Top-ranked cities according to SAMIs 1889 

performance, including industrial design, infrastructure and economic development, 1890 

and innovation, have no bias on the population size. This fact is consistent with the 1891 

scale-independent assumption in the scaling theory (Bettencourt et al., 2010). 1892 

 1893 

 1894 

Figure 5-4. SAMI-rank plots. SAMIs rank of urban indicators, including (a) 1895 

industrial scale, (b) industrial employee, (c) industrial company, (d) GDP, (e) 1896 

total income, (f) road length, (g) dwelling, and (h) R&D company. 1897 

 1898 

The similarity among large cities measured by eight urban indicators is 1899 

summarised in Figure 5-5. The top four populated cities (i.e., Sydney, Melbourne, 1900 

Brisbane, and Perth) are similar in eight urban scaling features. Scaling characters 1901 

represented by SAMI values of Melbourne, Brisbane, and Perth are more correlated. 1902 
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The scaling development of Sydney is similar to a majority of top-populated cities to 1903 

different extents. It is worth noting that the city of Toowoomba is also similar to cities 1904 

with top-ranked residents from the view of scaling development.  1905 

 1906 

 1907 

Figure 5-5. Similarity among Australian major cities assessed by normalised 1908 

SAMIs. Note: Cities are sorted by the resident population. The white pixel in the 1909 

correlation matrix indicates no statistically significant results. 1910 

 1911 

5.4.3 Spatial association among urban scaling disparities 1912 

The spatial associations between industrial features and urban indicators from other 1913 

categories are analysed by the RGD model, shown in Figure 5-6. According to a pilot 1914 

study of the robust geographical detector, it is accurate to test the predominance of 1915 

associated factors with different numbers of spatial strata prior to a conclusion (Zhang 1916 

et al., 2022). Thus, in this study, the spatial association between industrial features and 1917 

other urban indicators is demonstrated from multiple tests with an increasing number of 1918 

spatial strata. Infrastructure indicators and the innovation indicator can partially explain 1919 



 

79 

 

the industrial scale of cities from 25% to 29% with the increase of spatial strata as 1920 

shown in Figure 5-6(a). However, the difference in the power of determination, for the 1921 

industrial scale feature, among indicators is not significant. As shown in Figure 5-6(b), 1922 

the urban indicator of total income can significantly explain features of scaling in 1923 

industrial employees, and the B value increases from 42% to 51% with the increase of 1924 

spatial strata from three to seven. In other words, the feature of total income can explain 1925 

around 50% of industrial employee scaling features. The power of explanation of 1926 

income level is far stronger than the other urban indicators. The feature of scaling in 1927 

industrial companies is more associated with the innovation feature compared with 1928 

indicators from other categories, as shown in Figure 5-6(c). The innovation feature can 1929 

explain 27% to 34% of the industrial company feature with the increase of the number 1930 

of spatial strata, and the power of determination of innovation is much greater than that 1931 

of road infrastructure, ranking second, from 11% to 21%. The 1932 

geographical-detector-based model can imply spatial associations among factors 1933 

according to the power of determinants (i.e., SSH values), and how pre-dominant 1934 

variables are associated with industrial scaling features can be further inferred from the 1935 

spatial and statistical distribution of response variable observations by strata 1936 

determined by explanatory variables.  1937 

 1938 

 1939 

Figure 5-6. The value of industrial features spatially associated with economy, 1940 

infrastructure, and innovation factors, from the view of urban power-law scaling 1941 
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rule, with the increase of the number of spatial strata. (a) Industrial scale’s 1942 

association with other indicators. (b) Industrial employee’s association with 1943 

other indicators. (c) Industrial company’s association with other indicators. 1944 

 1945 

The industrial features associated with the predominant urban factors are 1946 

assessed by the robust geographical detector, while how these features are spatially 1947 

associated remains to be explored. Figure 5-7 provides a supplementary spatial 1948 

explanation of the results shown in Figure 5-6. Figure 5-7 further demonstrates how 1949 

the industrial employee is associated with the total income feature, and how the 1950 

industrial company scaling feature is associated with the R&D company feature in 1951 

cities. The spatial pattern of strata from industrial employees and industrial companies 1952 

determined by their pre-dominant factors at the strata number of three is shown in 1953 

Figure 5-7 to draw the conclusion, as the predominance of associated factors does not 1954 

change with the increase of strata. The associations between industrial employees and 1955 

total income, and industrial company and R&D company are both statistically 1956 

significant at the strata of three. This study uses the descending order rank to 1957 

determine spatial zones from RGD and be in line with the SAMI-rank analysis. Thus, 1958 

take the association between industrial employees and total income as an example, 1959 

‘stratum1’ is the group determined by observations with the top-ranked normalised 1960 

total income SAMI, and ‘stratum3’ is composed of the bottom-ranked normalised 1961 

total income SAMI values. As shown in Figure 5-7(a), the top income SAMI group 1962 

observations are distributed in remote areas of Australia, and the median group 1963 

contains a majority of cities including Sydney, Melbourne, and Perth. Figure 5-7(b) 1964 

indicates a general positive association between industrial employees and total income, 1965 

as the average level of industrial employees SAMI drops with the decrease of total 1966 

income SAMI values. How scaling feature of industrial company is associated with 1967 

R&D company is demonstrated in Figure 5-7(c) and Figure 5-7(d). As shown in 1968 

Figure 5-7(c), the top R&D company SAMI group includes Sydney, Melbourne, 1969 
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Brisbane, and Perth. This also implies that the synergy between industrial companies 1970 

growth and innovation development in major capital cities is evident. The median 1971 

group is located close to the coast of the Australia continent, and the bottom group is 1972 

distributed in South Australia and the inner continent. Figure 5-7(d) also indicates a 1973 

relative positive association between the industrial company feature and the R&D 1974 

company feature. The average level of industrial company SAMI value decreases 1975 

from the top-ranked group to the bottom-ranked group.  1976 

 1977 

 1978 

Figure 5-7. Spatial strata of industrial features by predominant influential factors. 1979 

(a). Spatial strata of industrial employee by total income. (b). Statistical 1980 

distribution of normalised SAMI value of industrial employee by spatial strata of 1981 

total income. (c). Spatial strata of industrial company by R&D company. (d). 1982 

Statistical distribution of normalised SAMI value of industrial company by 1983 
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spatial strata of R&D company. 1984 

 1985 

5.5 Discussion 1986 

This research identified the scaling development of eight urban features from 1987 

industrial development, economy, infrastructure, and innovation perspectives. 1988 

Properties and disparities of each city in scaling pace were indicated by SAMIs. 1989 

Considering the importance and contribution of mining, manufacturing, utility supply 1990 

and waste services, we further analysed the spatial association between industrial 1991 

features and urban indicators from other categories. Through a series of computation 1992 

processes, this research identified the paces of scaling achievement for Australian 1993 

cities using urban scaling models, and the scaling coefficients coincide with scaling 1994 

theory assumptions. This research also validates the scale independence of power-law 1995 

scaling characters. Top-performance cities according to SAMIs are not related to the 1996 

urban size, and this is consistent with the scaling assumptions (Bettencourt et al., 1997 

2010). Despite population size independence in scaling disparity, the urban 1998 

performance of major capital cities is similar from an urban scaling perspective. 1999 

Furthermore, among these top populated cities, Sydney has a good scaling 2000 

development in economy, infrastructure, and innovation. Finally, results from RGD 2001 

shows that industrial employee is highly and positively associated with income level, 2002 

and the industrial company is also positively associated with R&D company. The 2003 

synergy between industrial companies growth and innovation development in major 2004 

capital cities is evident. 2005 

In terms of the methodological design, this research analyses scaling 2006 

properties in Australian cities by fully investigating open-access socio-economic data 2007 

from OSM and Australian census data. Apart from traditional statistical analysis on 2008 

scaling coefficients and SAMIs, we further applied an advanced spatial association 2009 

analysis method to figure out the pre-dominant indicator of industrial features. Spatial 2010 
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features of urban scaling have long been a key topic in urban studies, and this research 2011 

explores spatial relationships among scaling indicators using an improved 2012 

geographical detector algorithm.  2013 

This is a cross-sectional research in urban scaling, and research efforts in the 2014 

future can make the work towards a temporal study. The Australian government is 2015 

conducting an inclusive national census survey every five years, and both spatial and 2016 

statistical datasets representing the same urban indicators are updated twice a decade. 2017 

Therefore, in the future, Australian cities’ scaling development in the post-pandemic 2018 

era can be further analysed when national census data are processed and fully open to 2019 

the public. 2020 

This research is a pilot investigation on spatial associations among urban 2021 

scaling features, and future research can be implemented and enriched by various 2022 

spatial methods and data. From a methodology design perspective, our study 2023 

demonstrates the spatial associations between industrial scaling features and other 2024 

urban characters, while interactive influences of multiple urban factors on industrial 2025 

features remain to be explored. The development of urban systems is dynamic and 2026 

synergistic, and thus economy, infrastructure, and innovation factors may impose an 2027 

interactive impact on industrial size change. Therefore, the interactive detector of 2028 

‘Geodetector’ and its advanced models can be applied into urban scaling studies in the 2029 

future work. From a data enrichment perspective, this research is supported by free 2030 

open-access data sources including OpenStreetMap and ABS, and more urban factors 2031 

for Australian cities can be accessed from cloud-based public spatial data platform, 2032 

including Google Earth Engine and Australian Urban Research Infrastructure 2033 

Network, in the future. 2034 

5.6 Conclusion 2035 

Urban features are developing at the pace of power-law scaling. Spatial effects in the 2036 

scaling characters of cities are evident, while spatial associations among multiple urban 2037 
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features remain to be explored. Industrial features are one of the most important 2038 

characteristics of urban development, and these features deserve more research efforts. 2039 

Considering current gaps in investigating associations among urban scaling features 2040 

and limited knowledge on the power-law scaling of Australian cities especially the 2041 

industrial performance, this study aims to identify spatial disparity of urban 2042 

performance from a power-law scaling perspective in Australia and explore spatial 2043 

associations between industrial features and other urban indicators. We use power-law 2044 

models to assess the scaling development of urban indicators and disparities of urban 2045 

performance, and RGD models to explore spatial associations between industrial 2046 

features and other urban indicators. This study validates the general consistency of the 2047 

scaling development among Australian cities with the power-law theory and the 2048 

similarity of scaling disparity features among top-populated cities. Spatial analysis 2049 

results show that the urban innovation indicator and the income level are predominantly 2050 

and positively associated factors with industrial companies and employees, indicating 2051 

that the innovation growth and economic development in Australian cities would 2052 

stimulate the performance of industrial companies and the employment scale. The 2053 

robust geographical detector categorises major capital cities into a stratum with high 2054 

industrial company performance corresponding to high innovation growth, indicating 2055 

that the synergy between urban innovation and industrial company performance is 2056 

especially significant in large capital cities. This study explores further spatial 2057 

properties of urban performances from a power-law scaling perspective and reveals the 2058 

pace of development in Australian cities, especially industrial features. Future research 2059 

efforts on census data released at different periods can enrich current cross-sectional 2060 

results toward temporal outcomes. 2061 

  2062 
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Chapter 6. Further investigation on socio-economic impacts of 2063 

industrial features: spatial impacts of industrial development on 2064 

national economic inequality 2065 

6.1 Introduction 2066 

Income inequality, which refers to the unequal distribution of income across different 2067 

scales, is a form of economic disparity. This phenomenon has been on the rise in 2068 

developed countries, including Australia, over the past decades (Athanasopoulos and 2069 

Vahid, 2003). Understanding economic disparity and the associated factors can benefit 2070 

Australian national policy-making. Previous studies, dating back to 1960s, indicate that 2071 

economic inequality is especially associated with socio-economic factors, including 2072 

industry activities, gender, education level, and employment (Fleming and Measham, 2073 

2015; Murray, 1978; Reeson et al., 2012). However, as circumstances have changed 2074 

over time, the current association between economic inequality and socio-economic 2075 

variables, including industrial features, requires further investigation. The Gini 2076 

coefficient is currently the most widely used inequality indicator, with acceptable 2077 

properties of scale and size independence (Athanasopoulos and Vahid, 2003). Detailed 2078 

and precise information on Gini coefficient at different spatial scales is accessible from 2079 

the Australian Bureau of Statistics (ABS) source (Australian Bureau of Statistics, 2020). 2080 

Statistical Area Level 3 (SA3) is a spatial scale representing entire regions serviced by 2081 

regional cities. Investigations conducted at this regional level can provide guidance for 2082 

more detailed regional decision-making (Australian Bureau of Statistics, 2016).  To 2083 

address gaps and provide potential value to policy-making, we conduct a case study on 2084 

nationwide economic inequality and its associated factors, including industrial features 2085 

and other socio-economic indicators, at SA3 level in Australia. In this study, we 2086 

introduce spatial local complexity as a spatial index to explain unknown residuals from 2087 

traditional models.  2088 
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6.2 The concept of spatial local complexity 2089 

6.2.1 The background of error explanation and spatial complexity 2090 

Geospatial modelling has long faced the challenge of explaining errors that vary 2091 

across space (Henebry, 1995; Pringle & Lark 2006). Spatial autoregressive methods 2092 

improve linear model performance by accounting for spatial impacts and explaining 2093 

unknown errors through consideration of the spatial dependence of variables or 2094 

residuals (Chi and Zhu, 2008). The effectiveness of spatial dependence concept in 2095 

error illumination is demonstrated by the boom of autoregressive models in spatial 2096 

analysis. In this study, we propose a new spatial complexity index by extending the 2097 

spatial dependence expression to partially explain more spatial errors. Complexity, a 2098 

concept opposite to simplicity, refers to being uncertain, unpredictable, hard to 2099 

describe or explain, or difficult to solve (Suh, 1999), and this feature has been 2100 

investigated in spatial research. 2101 

Describing and predicting distributions and explaining the cause of patterns in 2102 

spatial science can be challenging when impacts of factors and interactions among 2103 

factors change across space (Weisent et al., 2012), leading to the emergence of spatial 2104 

complexity. Previous studies have investigated the complexity of geographical data 2105 

using various perspectives, including geomorphology indicators, information theory, 2106 

and structural complexity. First, geomorphology indicators, such as stand density and 2107 

surface fraction, have been used to measure spatial complexity by quantifying spatial 2108 

distribution. This complexity measure has been applied in investigations of geospatial 2109 

patterns of various land covers (Owers et al., 2016; Rufino et al., 2020). Second, 2110 

spatial information can be measured using Shannon entropy, which is based on 2111 

information theory. This complexity measure has been applied in urban studies and 2112 

water resource management (Batty et al., 2014; Ilunga, 2019). Third, structural 2113 

complexity, which is based on a fractal dimension, can be used in ecological studies 2114 

to understand spatial information (Yanovski et al., 2017). In addition to quantitative 2115 
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measures, spatial complexity can also be understood in terms of the existence of 2116 

spatial scales. This is because patterns and relationships may differ at different spatial 2117 

granularities due to the scale dependence effect (Cola, 1994).  2118 

Our study extends the understanding of complexity from the concept of spatial 2119 

dependence and proposes a new spatial index. Spatial dependence, defining an ideal 2120 

spatial pattern under geographical impacts, advises that spatial features at a location 2121 

are more correlated with nearby features than distant ones (Epperson and Li, 1996), 2122 

and similar spatial features tend to cluster. Spatial dependence, demonstrated by a 2123 

spatial autocorrelation phenomenon, can be measured by Moran’s I and Geary’s C 2124 

globally, and local spatial autocorrelation can be indicated by Local Indicators of 2125 

Spatial Association (LISA) (Anselin, 2019; Poudyal et al, 2019). By extending the 2126 

recognition of spatial dependence, this study proposes a geocomplexity measure, i.e., 2127 

spatial local complexity indicator, to characterize the complexity among local spatial 2128 

patterns and the spatial dependence for spatial neighbours. The spatial local 2129 

complexity indicator indicates spatial distributions that exceptionally contradict the 2130 

concept of spatial dependence as a complexity. We then developed a series of 2131 

traditional models (i.e., linear regression, support vector regression, and 2132 

geographically weighted regression) to model the economic inequality in Australia, 2133 

and spatial local complexity is further applied to explain spatial errors from these 2134 

traditional models. Finally, the explanation power of geocomplexity as a geospatial 2135 

impact may vary across space, as indicated by spatial heterogeneity (Luo et al, 2022) 2136 

and spatial association (Song and Wu, 2021a; Song, 2022a). This feature of spatial 2137 

variation can be captured geographically weighted regression (GWR) (Fotheringham, 2138 

2002). Therefore, in this study, we employed GWR to model the power of error 2139 

explanations using geocomplexity. 2140 

6.2.2 Spatial local complexity 2141 
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The spatial local complexity quantifies the relationship between an area of interest 2142 

and its surroundings, as well as the relationships among the spatial neighbours of the 2143 

target area. In previous studies, indicators of spatial dependence, such as Moran’s 2144 

measures and Geary’s measures, have been commonly used to measure the difference 2145 

between the selected area and surrounding neighbours. According to the concept of 2146 

spatial dependence, the spatial dependence phenomenon may exist in the 2147 

surroundings of this selected area, where two surroundings are spatial neighbours or 2148 

not spatially isolated. Thus, the spatial dependence between two spatial neighbours 2149 

may exist under the geographical impact of the selected area. This study proposes the 2150 

concept of spatial local complexity as a measure of geocomplexity, which extends 2151 

previous measures and considers spatial dependence in this circumstance. The spatial 2152 

local complexity uses a Moran measure to quantify local spatial patterns and the 2153 

spatial dependence for its neighbours.   2154 

The process of measuring spatial local complexity is illustrated in Figure 6-1, 2155 

and its formulas are shown in equation (6-1) and equation (6-2). Equation (6-1) is 2156 

identical to equation (6-2), and equation (6-1) is the form with a spatial adjacency 2157 

matrix. In this study, we further normalise the spatial local complexity value by 2158 

transferring    value in equation (6-2) into    value in equation (6-3). The spatial 2159 

local complexity is composed of two features: the local feature and the surrounding 2160 

feature. The local feature is a measure of local spatial autocorrelation. The 2161 

surrounding feature measures the spatial dependence of the surrounding environment 2162 

under the spatial impacts of the measured central area. Both the local and surrounding 2163 

features are quantified using a Moran-based measure. The Moran-based measure 2164 

quantifies the spatial dependence between locations by summing the multiplication of 2165 

Z-score values, which can represent both magnitude and direction. The spatial local 2166 

complexity is explained as follows.  2167 
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 2168 

Figure 6-1. A measure of spatial local complexity. 2169 
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where    is the spatial local complexity for a location ‘i’ and    is the normalised 2173 

indicator, i.e., the developed geocomplexity indicator in this study; W is a spatial 2174 

adjacency matrix indicating the spatial relationship between observations. The 2175 

adjacency matrix is represented by ‘0’ and ‘1’. When location ‘i’ and location ‘j’ are 2176 

spatial neighbours, the value     is ‘1’.    is the standardised value (Z-score) of the 2177 

selected factor at location ‘i’;    is the Z-score of the selected factor at location ‘j’, 2178 

and ‘j’ is the spatial neighbour of the location ‘i’;    is the Z-score of the selected 2179 

factor at location ‘k’, and ‘k’ is the spatial neighbour of both location ‘j’ and ‘i’, and 2180 

{k} is a subset of {j}; m is the total number of spatial neighbours of location ‘i’;    2181 

is the number of spatial neighbours of location ‘j’ while these neighbours for location 2182 

‘j’ should be spatial neighbours of location ‘i’ at the same time. 2183 
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Equation (6-1) illustrates the computation of spatial local complexity using a 2184 

spatial adjacency matrix, with the term ‘          
 
   ’ being based on a Moran 2185 

measure for local spatial autocorrelation. This research makes further exploration by 2186 

introducing the term ‘       
 
   

 

  
           

 
   ’ to capture the surrounding 2187 

local spatial dependence from the view of location ‘i’. This term calculates the 2188 

product of Z-score in location ‘j’ (the spatial neighbour of location ‘i’) and Z-score in 2189 

location ‘k’ (the spatial neighbour of both location ‘i’ and location ‘j’, and also the 2190 

spatial neighbour of location ‘j’ restricted by spatial impact from location ‘i’). In other 2191 

words, this term partially computes the local Moran value of location ‘j’.   nly when 2192 

the neighbour of ‘j’ is the neighbour of ‘i’ at the same time will location ‘k’ be 2193 

considered in the computation. This computing strategy ensures that all computation 2194 

results are related to the target location ‘i’. The value of ‘          
 
   ’ is positive 2195 

when a majority of surroundings have the same sign (positive or negative) as the 2196 

location ‘i’, indicating strong local autocorrelation. Similarly, when a majority of 2197 

Z-scores in location ‘k’ have the same sign (positive or negative) as those in each of 2198 

the location ‘j’, the term ‘       
 
   

 

  
           

 
   ’ has a high positive 2199 

value, indicating strong autocorrelation among the surroundings. To balance the 2200 

impact of surrounding autocorrelation with the main local spatial autocorrelation, a 2201 

weighted average strategy is employed by dividing    and m. The value of 
 

  
 2202 

ensures that the impact of each surrounding autocorrelation does not exceed that the 2203 

impact of main local spatial autocorrelation, while the value of 
 

 
 ensures that the 2204 

measure of spatial local complexity is not influenced by the number of neighbouring 2205 

observations.  2206 

Equation (6-1) can be simplified to equation (6-2) under clear spatial 2207 

relationships among ‘i’, ‘j’, and ‘k’. Figure 6-1 illustrates the relationships among 2208 

three types of locations, with an example under the queen criterion. When the location 2209 

‘i’ is at the center of the square, the set of {j} refers to the eight surrounding squares. 2210 
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For each element in {j}, the corresponding sets of {k} and    are different. For 2211 

instance, when an element ‘j’ is located at the top of location ‘i’, the set of {k} 2212 

consists of four squares marked in blue, and the value of    is 4.  2213 

Equation (6-1) and equation (6-2) employ the negative summation of local and 2214 

surrounding features to measure spatial local complexity, where negative values 2215 

represent more spatial complexity and lower values indicate less disorder. The 2216 

negative measure of spatial features is consistent with the understanding of 2217 

complexity, as a higher value indicates more spatial complexity. Areas with strong 2218 

spatial dependence should exhibit similar Z-scores between the area and its 2219 

surroundings, while regions with low geocomplexity are expected to have negative 2220 

spatial local complexity values. For example, in Figure 6-1,    exhibits a relatively 2221 

low spatial local complexity value and follows a pattern of spatial autocorrelation, 2222 

while the surrounding patterns are simple. However, both a local feature and 2223 

surrounding features from    and    are complex, as demonstrated in disorder 2224 

against spatial dependence, resulting in corresponding spatial local complexity values 2225 

that are positive or close to zero according to equation (6-1).  2226 

This research further normalises the spatial local complexity in equation (6-3) 2227 

to explain spatial error from traditional estimation models. As a region may have 2228 

multiple spatial variables representing different attributes, the value range of the 2229 

spatial local complexity of each variable may differ. The normalization process 2230 

ensures that the value ranges of all relevant spatial local complexity from variables 2231 

are the same and range from 0 to 1. This study uses the normalised complexity to 2232 

examine to the extent to which spatial local complexity can explain unknown errors in 2233 

linear models, machine learning models, and spatial heterogeneity models. 2234 

Additionally, this study assesses to what extent the consideration of spatial local 2235 

complexity could improve the performance of the GWR model. 2236 

6.3 Spatial impacts of industrial development on economic inequality 2237 
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6.3.1 Economic inequality data 2238 

Gini coefficient is a critical economic indicator measuring the inequality of income 2239 

distribution (Cowell, 1995; Mukhopadhyay and Sengupta, 2021). Its value ranges from 2240 

0 to 1, where 0 represents ideal economic equality and 1 indicates extreme inequality, 2241 

with a coefficient over 0.5 indicating severe gaps in income distribution (Shorrocks, 2242 

1978). Understanding the determinants and spatial patterns of economic inequality can 2243 

assist regional planners in designing regions with more effective policies. In Australia, 2244 

nationwide economic inequality data are available from the ABS based on census data. 2245 

Gini coefficient at the SA3 level, obtained from the government-maintained website 2246 

(Australian Bureau of Statistics, 2020), is used as a dependent variable in this study to 2247 

indicate economic inequality. The 2016 census report indicates that 16% of SA3 2248 

regions have Gini coefficients above 0.5, and all regions with Gini coefficients above 2249 

0.55 are located in major cities (Australian Bureau of Statistics, 2020). Figure 6-2 2250 

shows the distribution of economic inequality across Australia, with all five major 2251 

cities containing regions with Gini coefficients greater than 0.5. 2252 

 2253 
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Figure 6-2. Spatial distributions of Gini coefficients in Australia (a) and major 2254 

cities, including Brisbane (b), Sydney (c), Perth (d), Adelaide (e) and Melbourne 2255 

(f). 2256 

 2257 

Several factors may cause the unbalanced economic distribution, as indicated 2258 

by the Gini coefficient. These factors include education, local income levels, gender, 2259 

infrastructure development, and financial status of the community (Rodríguez-Pose 2260 

and Tselios,  010; Solga,  014; Liczbińska and Sobkowiak,  0 0; Klenert et al., 2261 

2018). In addition to these factors, the industrial sector also plays a key role in 2262 

economic development. Three key industries in Australia, including manufacturing, 2263 

mining, and utility supply and waste service, contributed 25% of the national GDP in 2264 

2016 (Australian Bureau of Statistics, 2018). A study has shown that industrialization 2265 

also have impacts on wage inequality (Sbardella et al., 2017). Thus, industrial 2266 

company, industrial employee scale, and industrial area scale may have an impact on 2267 

economic inequality distribution. This study will explore the relationship between 2268 

economic inequality and these influential variables. This study will also test the 2269 

ability of geocomplexity to explain unknown residuals from traditional models by 2270 

using different spatial matrices, which will be compared with another spatial index. 2271 

6.3.2 Explanatory variable data 2272 

The datasets containing potential explanatory variables in this study were sourced from 2273 

ABS, OpenStreetMap (OSM), and National Pollutant Inventory (NPI), as demonstrated 2274 

in Table 6-1. The study considers eight social and infrastructure variables that may be 2275 

associated with economic inequality. These variables include sex ratio, internet 2276 

accessibility rate, higher education level, median income level, house ownership rate, 2277 

number of key industrial companies, and number of industrial employees. The data for 2278 

these variables were sourced from ABS at the SA3 level in 2016 (Australian Bureau of 2279 

Statistics, 2020), under categories of population and people, income, education and 2280 
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employment, and family and community. The corresponding SA3 spatial boundaries 2281 

were also obtained from the ABS data archives (Australian Bureau of Statistics, 2016).  2282 

Furthermore, this study also incorporates the industrial area scale as an independent 2283 

variable. The industrial scale is calculated as the ratio of the total industrial area 2284 

within the SA3 region to the corresponding SA3 area size. In this study, the industrial 2285 

area encompasses regions and lands that are designed to support industrial activities 2286 

such as manufacturing, mining and utility supply, and waste service. These industrial 2287 

regions contain both land use planned for industrial activities and areas with a high 2288 

density of industrial infrastructures. Industrial land uses are represented by OSM land 2289 

use polygons tagged with ‘industrial’ in this study because the definition of OSM 2290 

industry coincides with the three key industries under the scope of Australian industry 2291 

(Australian Bureau of Statistics, 2018). High-density industrial infrastructure areas are 2292 

regions that have a number of relevant infrastructures recorded by the Australian 2293 

government at NPI or outlined by OSM, and the infrastructure density is measured by 2294 

a kernel density estimation approach. OSM-based land use polygon and industrial 2295 

infrastructure data for the year 2016 is available at the OSM website (Geofabrik and 2296 

OpenStreetMap contributors, 2020). Industrial infrastructures recorded by the 2297 

Australian government from NPI are available at the government-maintained website 2298 

(Department of the Environment and Energy, Australian Government, 2020). The 2299 

identification of final industrial areas follows a validated spatial methodology based 2300 

on Australian Statistical Geography Standards (ASGS) (Song et al., 2018b; Zhang et 2301 

al., 2022). 2302 

 2303 

Table 6-1. A summary of explanatory variables 2304 

Variable name Unit Data description Source 

Sex ratio % Sex ratio ABS 

Internet coverage % Internet accessed from dwelling ABS 

Higher education ratio % Higher education level ABS 
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Income AUD Median income level ABS 

House ownership % Percentage of people who 

owned a house 

ABS 

Industrial company count Number of industrial companies ABS 

Industrial employee count Number of industrial employees ABS 

  Industrial land use polygon OSM 

Industrial scale % Key industrial infrastructure OSM 

  Key industrial factory NPI 

 2305 

6.3.3 Experiment design 2306 

This research contains five key stages as demonstrated in Figure 6-3. First, basic 2307 

regression assumptions should be satisfied, which is indicated by correlation test and 2308 

multicollinearity test. Variables that satisfy regression assumptions, given the case 2309 

study of economic inequality, are selected. Second, geocomplexities for selected 2310 

determinants are computed based on proposed definitions. By applying further tests of 2311 

regression assumptions, geocomplexities that are relevant to economic inequality are 2312 

chosen. Next, three traditional models (i.e., multiple regression, SVR and GWR) are 2313 

applied with optimised parameters to estimate nationwide economic inequality. These 2314 

three selected regression models have been applied in various applications, given their 2315 

properties. Multiple regression (i.e., linear regression) is the simplest and most 2316 

commonly used model for estimation and prediction. SVR is the regression model with 2317 

machine learning techniques, which has more power of explanation and has also been 2318 

widely used (Nieto et al., 2021). GWR is one of the most commonly used regression 2319 

techniques modelling geospatial information (Fotheringham, 2002). These methods are 2320 

selected as classic representatives of regression model. Then, selected geocomplexities 2321 

are utilised to estimate residuals from three regression models using GWR to measure 2322 

to what extent different types of model errors can be explained by the spatial index. 2323 
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Finally, the power of error explanation of geocomplexity using binary spatial matrix is 2324 

compared with that of local Geary’s C and geocomplexity using row standardised 2325 

matrix. 2326 

In this study, correlation test and multicollinearity test are applied to help 2327 

select influential variables and geocomplexities that satisfy regression assumptions 2328 

from a number of candidate variables. The correlation test is the test of Pearson 2329 

correlation coefficient. A p-value greater than 0.05 for the Pearson correlation 2330 

coefficient with Gini coefficient indicates that the corresponding variable or 2331 

geocomplexity is not statistically relevant to economic inequality. This study applied 2332 

two multicollinearity tests indicated by variance inflation factor (VIF) value to 2333 

diagnose the inter-relation among variables and validate the basic regression 2334 

assumption. A threshold of 2.5 is set for VIF value, indicating multicollinearity, and 2335 

factors with VIF value higher than 2.5, indicating considerable collinearity, are 2336 

filtered (Johnston et al., 2018). The multicollinearity test is applied twice in this study. 2337 

The first multicollinearity test during the economic inequality factor selection process 2338 

is applied to validate the regression assumption for selected influential factors. The 2339 

second multicollinearity test for geocomplexity selection further diagnoses the 2340 

inter-association among selected influential factors and their geocomplexities. 2341 

 2342 
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 2343 

Figure 6-3. The workflow for assessing geocomplexity of economic inequality and 2344 

its contribution to explaining spatial errors. 2345 

 2346 

6.3.4 Models and errors 2347 

This study employs three models (i.e., multiple regression, support vector regression, 2348 

and GWR) to investigate the relationship between economic inequality and 2349 

determinants. For the multiple regression, model parameters are calculated based on the 2350 

Least Squares using R packages. For the SVR model, optimal machine learning 2351 

parameters, including the cost value and the gamma value, are determined by ten-fold 2352 

cross-validation, and SVR estimation results are computed by the ‘e1071’ R language 2353 

package. In this study, the cost of SVR is selected from all values from 0.1 to 100 with 2354 
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0.1 as a step. For the GWR model, the optimal bandwidth is determined by 2355 

cross-validation operated by the ‘spgwr’ R language package. Starting with an initial 2356 

value from 0 to 1, the performance of bandwidth is assessed using leave-one-out cross 2357 

validation. The optimal bandwidth should have the best estimation performance, and 2358 

the change of performance is small enough till the next iteration for searching. The 2359 

GWR bandwidth in this study is adaptive based on k-nearest neighbours. The GWR 2360 

model is applied to explain the cause of economic inequality with spatial concerns. At 2361 

the final stage, selected geocomplexities will be applied to explain errors from these 2362 

three models. The GWR model is a quantitative analysis approach representing the 2363 

second law of geography, and this spatial method is further used to show to what extent 2364 

spatial disparity of geocomplexity can explain errors from three traditional models.  2365 

6.4 Results 2366 

6.4.1 Determinants of economic inequality 2367 

Based on the correlation test, six variables, including higher education ratio, sex ratio, 2368 

income, house ownership, industrial employee, and industrial scale, were initially 2369 

identified as potential determinants of economic inequality. The multicollinearity test 2370 

revealed that the higher education ratio had a high degree of collinearity with other 2371 

factors, with a VIF value over 8, which is higher than the threshold value 2.5. To satisfy 2372 

regression assumptions, higher education ratio was removed, leaving the remaining 2373 

five variables with VIF values lower than 2.5, including sex ratio, income, house 2374 

ownership, industrial employee, and industrial scale, are selected. Table 6-2 shows the 2375 

global coefficients and performance of the multiple regression model for the five 2376 

selected determinants. The p-values for income, house ownership and industrial 2377 

employee were less than 0.001, indicating their significant contributions in explaining 2378 

economic inequality. The results suggest that a higher median income level, higher 2379 

percentage of house ownership, and lower number of industrial employees could 2380 
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increase economic inequality. The general model with five selected factors is 2381 

acceptable as indicated by the p-value for F-statistic. Spatial local complexities were 2382 

computed for the five selected determinants, and relevant spatial local complexities 2383 

were applied to explain unknown errors from three traditional models. 2384 

 2385 

Table 6-2. Multiple regression for modelling Gini coefficients at the SA3 level 2386 

Variable Coefficient (significance level) 

Intercept 2.65e-01 (***) 

Sex ratio -9.01e-03 

Income 2.12e-06 (***) 

House ownership 3.04e-03 (***) 

Industrial employee -2.54e-06 (***) 

Industrial scale -3.27e-02  

p-value for model <0.001 

R-squared value 0.47 

AIC value -1288 

Note: (***) indicates significance level indicated by p-value less than 0.001. 2387 

 2388 

6.4.2 Geocomplexity of explanatory variables 2389 

Spatial local complexities of income and industrial employee are correlated to 2390 

economic inequality as indicated by the correlation matrix shown in Figure 6-4. By 2391 

further introducing these two spatial local complexities, the VIF values for all previous 2392 

selected factors and two correlated spatial local complexities are no greater than 2.5. 2393 

Therefore, these two spatial local complexities are then selected and considered as 2394 

influential geography impacts to economic inequality.  2395 

 2396 
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 2397 

Figure 6-4. The correlation matrix among Gini coefficients, selected explanatory 2398 

variables and geocomplexities of explanatory variables. Note: ‘x’ indicates that 2399 

the correlation is not significant. 2400 

 2401 

Figure 6-5 shows the statistical distributions of two selected spatial local 2402 

complexities for factors compared with the corresponding factor values. The scatter 2403 

plots show the distributions of income level and industrial employee against their 2404 

local spatial complexity patterns, with each point representing an SA3 region. 2405 

According to Figure 6-5(a), a higher spatial complexity of local income tends to 2406 

locate in SA3 regions with low-medium income levels, and a similar trend is shown in 2407 

the industrial employee count in Figure 6-5(b). The findings suggest that regions with 2408 
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either very high or very low values of income or industrial employee tend to exhibit 2409 

simple local spatial patterns, with those having the highest values displaying the most 2410 

simple local spatial patterns. In contract, regions with moderate values show the 2411 

highest levels of geocomplexity.  2412 

 2413 

Figure 5. Geocomplexity of selected variables in SA3 regions colored by Gini 2414 

coefficient. (a) Income level v.s. Geocomplexity of income. (b) Industrial 2415 

employee count v.s. Geocomplexity of industrial employee. 2416 

 2417 

6.4.3 Errors from three traditional models 2418 

Three models, including multiple regression, SVR, and GWR, are applied to estimate 2419 

nationwide economic inequality. The process of determining model parameters is 2420 

explained in section 6.3.4. Table 6-3 demonstrates the performance of the three models, 2421 

while Figure 6-6 shows statistical distributions of estimation errors. Using the Least 2422 

Squares method, the multiple regression can explain 47% of the economic inequality. 2423 

Using ten-fold cross-validation, the SVR model selects a cost value of 1.4 and a gamma 2424 

value of 0.2 for the radial kernel as optimal parameters. With these optimal parameters, 2425 

the SVR model can explain 65% of the economic inequality. By applying 2426 

cross-validation for the adaptive bandwidth selection, the GWR estimation performs 2427 
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the best among the three models with an R
2
 of 76%.  2428 

 2429 

Table 6-3. Performance of three models 2430 

 MR model SVR model GWR model 

R squared value 0.472 0.646 0.761 

RSS value 0.396 0.266 0.179 

Parameters determined 

by 

Least Squares Cross-validation Cross-validation 

 2431 

 2432 

Figure 6-6. Statistical distribution of model errors. (a) Errors of multiple 2433 

regression estimations. (b) Errors of SVR estimations. (c) Errors of GWR 2434 

estimations. 2435 

 2436 

6.4.4 Geocomplexity explains spatial errors 2437 

6.4.4.1 Overview of explain spatial errors using geocomplexity 2438 

This research aims to further investigate the extent to which spatial local complexities 2439 

can explain estimation errors of traditional models, and how selected geocomplexities 2440 

can explain spatial errors. Considering the spatial variation of geography impacts, we 2441 

used GWR to quantify the explanation of selected spatial local complexities on 2442 

estimation errors. Table 6-4 shows the statistical summaries of significant results of 2443 

three error explanation models based on GWR. The spatial disparity of selected 2444 

complexities can explain 47% of linear regression errors, 17% of SVR regression 2445 
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errors, and 14% of GWR errors. The residual-fitted plots of error explanation models 2446 

are shown in Figure 6-7(a), and residuals are randomly distributed around the 2447 

horizontal line of 0 without significant linear or non-linear patterns. Thus, there is no 2448 

significant non-linear or heteroscedasticity problem for the three explanation models. 2449 

Q-Q plots from Figure 6-7(b) to Figure 6-7(d) demonstrate probability distributions of 2450 

residuals from three error explanations compared with randomly generated data with 2451 

normal distribution. For residuals from multiple regression and GWR error 2452 

explanation models, a majority of points fall on the reference line as shown in Figure 2453 

6-7(b) and Figure 6-7(d). 2454 

 2455 

Table 6-4. A summary of the contribution of geocomplexity to explain spatial 2456 

errors 2457 

Count of significant results and 

explanation model summaries 

MR error 

explanation  

SVR error 

explanation  

GWR error 

explanation 

Geocomplexity of income  237 105 53 

Geocomplexity of industrial 

employee 

95 70 3 

Global    0.467 0.166 0.136 

AIC value -1459 -1477 -1575 

RSS value 0.211 0.221 0.155 

Note: The statistical significance level is 0.05. The total observation count is 333. 2458 

 2459 
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 2460 

Figure 6-7. Residuals of error explanations. (a) Residual-fitted plot of error 2461 

explanation from three models. (b) Q-Q plot showing residuals of multiple 2462 

regression error explanation. (c) Q-Q plot showing residuals of SVR error 2463 

explanation. (d) Q-Q plot showing residuals of GWR error explanation. 2464 

 2465 

6.4.4.2 Spatial explanation of multiple regression errors by geocomplexities 2466 

Figure 6-8 demonstrates how estimation errors from multiple regression can be 2467 

spatially explained by selected spatial local complexities. Spatial local complexity of 2468 

income and industrial employees can significantly explain linear errors in a many 2469 

regions in the Australian continent. The spatial local complexity of income is positively 2470 

significant in Northern Territory and remote areas of New South Wales, while the 2471 

geocomplexity coefficient is negative significant in a majority of regions, including 2472 

Melbourne, Brisbane, Perth as well as other inner regional and remote areas. Figure 2473 
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6-8(b) demonstrates the explanation of geocomplexity in Sydney's surrounding regions, 2474 

and Figure 6-8(c) shows that the spatial explanation for linear errors varies in 2475 

Melbourne. The spatial local complexity of industrial employees is positively 2476 

significant in Melbourne and the inner region of New South Wales and Brisbane, but 2477 

negative significant in Adelaide and surrounding regions. 2478 

 2479 

 2480 

Figure 6-8. Coefficients of geocomplexity of income and industrial employee in 2481 

multiple regression error explanation. Distribution of geocomplexity of income in 2482 

Australia (a) and major cities including, Sydney (b) and Melbourne (c). 2483 

Distribution of geocomplexity of industrial employees in Australia (d) and major 2484 

cities including, Melbourne (e) and Adelaide (f). 2485 
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 2486 

6.4.4.3 Spatial explanation of support vector regression errors by geocomplexities 2487 

Figure 6-9 illustrates how spatial local complexity can explain errors from SVR 2488 

estimations. As a result, significant results are distributed in the East part of the 2489 

continent. Spatial local complexity of income is negatively associated with SVR errors, 2490 

and significant results of income complexity are clustering in Melbourne and Brisbane 2491 

as shown in Figure 6-9(a). Furthermore, the higher absolute value of the coefficient in 2492 

Brisbane indicates that SVR errors are more sensitive to the change of spatial impact in 2493 

Brisbane and surrounding areas. In terms of spatial local complexity of industrial 2494 

employees, a majority of significant results demonstrate a positive relation, and a small 2495 

number of negative significant results are distributed in the Northern Greater Brisbane 2496 

Area as shown in Figure 6-9(d) and Figure 6-9(e). The positive significant coefficient 2497 

of spatial local complexity of industrial employees is higher in the Southern of the 2498 

continent. 2499 

 2500 
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 2501 

Figure 6-9. Coefficients of geocomplexity of income and industrial employee in 2502 

SVR error explanation. Distribution of geocomplexity of income in Australia (a) 2503 

and major cities including, Brisbane (b) and Melbourne (c). Distribution of 2504 

geocomplexity of industrial employee in Australia (d) and major cities including, 2505 

Brisbane (e) and Sydney (f). 2506 

 2507 

6.4.4.4 Spatial explanation of geographically weighted regression errors by 2508 

geocomplexities 2509 

The spatial disparity of two selected complexities can also further explain the 2510 
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remaining errors from the GWR model only concerning five influential factors. As 2511 

shown in Figure 6-10(a), spatial local complexity of income is negatively associated 2512 

with GWR errors in 53 SA3 areas and spatial local complexity of industrial employees 2513 

is positively associated with GWR errors in three SA3 areas in New South Wales. 2514 

Significant results of spatial local complexity of income are distributed in the 2515 

surrounding inner regions of the Greater Brisbane Area as shown in Figure 6-10(b). 2516 

The absolute value of the income complexity coefficient is higher in regions close to 2517 

Brisbane than in other regions in Victoria and South Australia. 2518 

 2519 

 2520 

Figure 6-10. Coefficients of geocomplexity of income and industrial employee in 2521 

GWR error explanation (a). Distribution of geocomplexity of income in Brisbane 2522 

(b). 2523 

 2524 

6.4.5 Method comparison 2525 

Our study proposes a new spatial index named ‘geocomplexity’, which indicates the 2526 

pattern of spatial local complexity based on a Moran’s measure. This index is 2527 

composed of LISA and all spatial associations between connecting neighbours of the 2528 

target area with Moran’s measure. This spatial index is derived from and naturally 2529 
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connected to the local spatial heterogeneity index (LOSH). In this section, we add 2530 

further tests, given the same case study of the association between Gini coefficient and 2531 

independent variables, using LOSH represented by local Geary’s C and geocomplexity 2532 

with row standardised spatial weight matrix to explain errors from three traditional 2533 

models. Further tests follow the same workflow and criteria of factor selection as 2534 

shown in Figure 6-3. As a result, two spatial indexes for both income and industrial 2535 

employee, identical to factor selection results shown in the workflow, are selected to 2536 

explain errors from three models. 2537 

The performances in terms of the power of error explanation using three 2538 

spatial indexes are shown in Table 6-5. Errors from three traditional models are 2539 

explained by spatial indexes of local income level and industrial employee count. 2540 

Geocomplexity with binary spatial weight matrix, with detailed results demonstrated 2541 

before, has the best power of explanation for errors among all three methods. By 2542 

replacing with row standardised spatial weight matrix for the computation of 2543 

geocomplexity, the power of error explanation decreases. Geocomplexity with row 2544 

standardised matrix can explain more linear regression errors than local Geary’s C, 2545 

but the power of explanation for the other two model errors is no different from that 2546 

of LOSH. 2547 

 2548 

Table 6-5. The comparison between geocomplexity and local spatial 2549 

heterogeneity index (LOSH) on error explanation. 2550 

Performance 

(Global   , RSS, 

AIC) 

Geocomplexity 

with binary spatial 

weight matrix 

Geocomplexity with 

row standardised 

spatial weight matrix 

local spatial 

heterogeneity index 

(LOSH) 

Multiple 

regression error 

explanation model 

47%, 0.21, -1459 42%, 0.23, -1430 38%, 0.25, -1418 
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SVR error 

explanation model 

17%, 0.22, -1477 6%, 0.25, -1444 7%, 0.25, -1448 

GWR error 

explanation model 

14%, 0.16, -1575 12%, 0.16, -1567 12%, 0.16, -1569 

 2551 

6.5 Discussion 2552 

This study proposes a spatial index to measure the concept of complexity regarding 2553 

spatial dependence. As geospatial impacts are not constant across space, the spatial 2554 

complexity may vary in different places. Therefore, this research applies GWR 2555 

models to quantify the spatial association between economic inequality and selected 2556 

variables and explain unknown errors from traditional models by capturing the spatial 2557 

heterogeneity of relevant complexities. The aim of a series of experiments is to 2558 

examine whether the consideration of spatial local complexity could explain more 2559 

unknown errors from traditional models and improve model performance. As a result, 2560 

this assumption is validated.  2561 

The power of error illumination from spatial local complexity is also 2562 

compared with spatial autoregressive models, given the case study of economic 2563 

inequality estimation. The Lagrange multiplier test of spatial dependence indicates 2564 

that the spatial error model (SER) is the most suitable among spatial autoregressive 2565 

models. With p-value in F-statistics is less than 0.001, the SER has an R-squared 2566 

value of 0.64, indicating the fact that spatial autocorrelation of the error term can 2567 

explain 32% of the original error. Thus, spatial heterogeneity of geocomplexity with 2568 

either binary or row standardised spatial matrix can explain more errors. It is worth 2569 

noting that the concept of geocomplexity in our study is more compatible with a 2570 

symmetric spatial matrix, given our definition. As shown in Figure 6-1 and equation 2571 

(6-1) - (6-2), we consider the spatial dependence between neighbours of the target 2572 

area as a mutual relationship. In other words, the connection status from location ‘j’ to 2573 



 

111 

 

‘k’ (or ‘i’ to ‘k’) and ‘k’ to ‘j’ (or ‘k’ to ‘i’) is preferred to be identical. The main 2574 

purpose of geocomplexity is to further include associations among neighbours when 2575 

considering spatial dependence and additional information from the row standardised 2576 

process cannot be reflected.  2577 

This research aims to provide an innovative understanding of complexity by 2578 

extending the understanding of spatial dependence. The geocomplexity is a 2579 

Moran-based measure (i.e., the multiplication of the Z-score of observations). We also 2580 

analysed different measures representing differences between observations including 2581 

Geary’s C measure (i.e., the square of the difference between two values). As a result, 2582 

the Moran-based measure performs better. Despite stronger power of error 2583 

illumination, the spatial local complexity may not be a final or the only answer to the 2584 

question ‘what is complexity in spatial science’. We redefine the concept of ‘spatial 2585 

complexity’ considering spatial dependence between neighbours, and this could not 2586 

be the only definition. For instance, the ‘spatial complexity’ can also be redefined 2587 

considering the third law of geography, which defines a concept of ‘spatial similarity’ 2588 

that the target variable between two locations is similar if geographic configurations 2589 

at these two places are identical (Zhu et al., 2018; Song, 2022b). That means a region 2590 

can be spatially complex where geographic configurations are not closely associated. 2591 

In future work, the content of ‘complexity’ under the spatial scope can be filled by 2592 

other meaningful spatial concepts. In terms of further application, the geocomplexity 2593 

can also be a complexity measure in future remote sensing studies, especially 2594 

hyperspectral image unmixing (Jia and Qian, 2017). Last but not the least, in future 2595 

studies, spatial filtering tools can be a method supporting geospatial information 2596 

modelling along with spatial local complexity. The applications of spatial filtering for 2597 

selecting influential variables together with geocomplexity for error explanation have 2598 

the potential to explore the limits of spatial data modelling (Paez, 2019). To sum up, 2599 

we proposed a geocomplexity index, which is an extension from a spatial 2600 
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autocorrelation indicator. A short comparison between geocomplexity and spatial 2601 

dependence is shown in Table 6-6.  2602 

 2603 

Table 6-6. The similarity and difference between geocomplexity and spatial 2604 

dependence from various aspects 2605 

 Geocomplexity Spatial dependence 

Concept To describe a status of complex 

from the view of spatial 

dependence 

Tobler's first law of geography can 

best describe spatial dependence 

and spatial autocorrelation.  

Representation 

form 

The extension of LISA by 

further considering the 

relationship among neighbours 

Global: Moran’s I, Geary’s C 

Local: LISA, LOSH 

Application Provides error explanation for 

various models 

Spatial autocorrelation indicators; 

Spatial autoregressive models 

Capacity with 

local models 

Capable with local models Capable with local models 

 2606 

6.6 Conclusion 2607 

This study proposes a spatial index named ‘geocomplexity’ to measure the concept of 2608 

complexity regarding spatial dependence. The index demonstrates the complexity of 2609 

spatial dependence by considering both the relationship between an interested area and 2610 

surroundings, and the associations among spatial neighbours of the target area. Given a 2611 

case study of association between nationwide economic inequality and influential 2612 

variables, results show that spatial local complexity can explain unknown errors and 2613 

improve the traditional model performance. The proposed spatial complexity index is 2614 

suited well to symmetric spatial weight matrix and geocomplexity with binary spatial 2615 
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weight matrix has better power of error explanation than geocomplexity with 2616 

asymmetric matrix and local Geary’s C. The proposed geocomplexity indicator has the 2617 

potential for spatial data analysis and relevant applications in both implying complexity 2618 

in spatial science and illuminating unknown errors from traditional models.  2619 
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Chapter 7. Conclusion and recommendation 2620 

7.1 Introduction 2621 

This Ph.D. thesis assesses the sustainability of industrial regions in Australia from 2622 

both environmental and socio-economic perspectives. For completing the four 2623 

objectives of this thesis, first the following aspects were systematically reviewed in 2624 

chapter 2: capability of applying Earth observation data to smart urban construction, 2625 

sustainable built environment and infrastructure design, and human-environment 2626 

interactions (HEIs). The review article in chapter 2 lays a theoretical foundation for 2627 

the assessment of industrial sustainability issues using scientific methodologies and 2628 

reliable tools. Nationwide industrial regions were identified using a point of interest 2629 

(POI)-based spatial method, and industrial sustainability was assessed from 2630 

environmental and socio-economic perspectives. To investigate the spatial association 2631 

between sustainable indicators and influential factors comprehensively, a robust 2632 

geographical detector (RGD) was developed. The RGD overcame the gap of the 2633 

previous method by introducing an optimisation algorithm. To further analyse the 2634 

impact of industrial features on economic inequality, a geocomplexity was proposed 2635 

and quantified. The consideration of geocomplexity can improve the performance of 2636 

the traditional spatial and aspatial models. Finally, scientific recommendations were 2637 

provided based on the computational results. This thesis provides academic 2638 

contributions, in terms of both innovative methodology design and computational 2639 

outputs from the models.  2640 

From the perspective of methodology innovation, a RGD was developed to 2641 

satisfy the research objectives and bridge previous gaps. The RGD model overcame 2642 

the limitations of previous spatial stratified heterogeneity (SSH) models and was 2643 

applied in this thesis to detect spatial associations among factors. This method can be 2644 

applied for spatial planning and management purposes at the design and maintenance 2645 

stages of the construction management lifecycle, with reliable performance. The 2646 
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design of this novel geographical detector (GD) can also be applied to studies in 2647 

various research fields, including environmental engineering, urban planning, social 2648 

data analysis, and spatial science. This thesis also proposes the concept of 2649 

geocomplexity, which has been quantified and utilised to improve model performance. 2650 

The concept of geocomplexity is also suitable for application to research topics in 2651 

spatial analysis. 2652 

From the perspective of research results, industrial built environment 2653 

sustainability has been comprehensively assessed from both environmental and 2654 

socio-economic perspectives by exploring spatial big data. Factors determining air 2655 

pollutants and spatial disparities in industrial regions were identified and analysed. 2656 

The pace of industrial development was also assessed based on the urban scaling 2657 

theory. These results demonstrate the sustainable development of industrial regions 2658 

from multiple perspectives. Further scientific decision-making is supported by these 2659 

reliable outcomes. 2660 

In this chapter, the thesis has been concluded from the following three 2661 

perspectives. First, the four research objectives listed in chapter 1 are revisited. The 2662 

key results and findings are summarised. Scientific advice is then given to 2663 

policymakers and stakeholders, followed by a summary of the research contributions. 2664 

Finally, recommendations for future research are presented in the final section.  2665 

7.2 Revisiting research objectives 2666 

7.2.1 Exploring environmental sustainability of industrial regions: spatial 2667 

disparities of factors affecting air pollutants in industrial regions 2668 

The first objective was to investigate the environmentally sustainable development of 2669 

industrial regions nationwide in Australia. Environmental sustainability was assessed 2670 

by investigating the factors affecting air pollutants and the relevant spatial disparities 2671 

in industrial regions. The first objective involved assessment of environmental 2672 
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sustainability in industrial regions and laid a solid foundation for subsequent research. 2673 

This objective has been achieved by addressing the following sub-objectives. 2674 

First, industrial regions were identified based on the POI and OpenStreetMap (OSM) 2675 

datasets by adjusting the spatial framework. Then, a variety of remote sensing (RS) 2676 

and spatial datasets representing air pollutant densities, environmental forces, 2677 

industrial scales, and human activities were collected from the Google Earth Engine 2678 

(GEE) and open-access platforms. Factors affecting air pollutant densities and 2679 

relevant spatial patterns were calculated using geographically weighted regression 2680 

with standardised coefficients. Finally, spatial patterns of factors affecting air 2681 

pollutants in industrial regions were summarised at a higher level of spatial 2682 

granularity.  2683 

The final results from the models revealed precipitation, wind speed, and road 2684 

density to be factors affecting air pollutant densities in industrial regions. The 2685 

disparity in determining the factors affecting air pollutants was also evident. In 2686 

northern Australia, industrial scale and human activities are the predominant factors 2687 

affecting air pollutant densities. However, in major cities, vegetation, elevation, and 2688 

meteorological factors are the dominant factors affecting air pollutant levels. 2689 

The sub-objectives of the first objective are the foundations of the following 2690 

research topics. The geographical boundaries of the industrial regions were identified 2691 

using POI-based spatial methods. These spatial methods and results were consistent 2692 

with the Australian Statistical Geography Standard (ASGS) and were further utilised 2693 

in addressing the subsequent objectives. Furthermore, RS datasets collected from 2694 

open-access platforms represent the properties of industrial regions, and these data 2695 

have been applied in subsequent analyses. 2696 

7.2.2 Extended exploration of environmental sustainability of industrial regions: 2697 

spatial associations between air pollutants and influential factors indicated by RGD 2698 

The second objective was to explore environmental sustainability in industrial regions 2699 
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nationwide. Despite the results generated from the first objective, the spatial 2700 

association between air pollutants and influential factors required exploration. The 2701 

second objective was to deliver spatial outcomes using an innovative methodology 2702 

design. This research objective paid more attention to the spatial association between 2703 

selected air pollutant density and remote sensing factors, including night-time light, 2704 

vegetation indexes, and wind speed. The completion of the second objective yielded 2705 

information supplementary to the findings from the previous objective.  2706 

This objective was satisfied by developing a RGD model that overcame the 2707 

limitations of previous SSH models. By introducing a change detection optimisation 2708 

algorithm into a GD model, a RGD was constructed, which could determine the 2709 

optimal spatial zones for different numbers of intervals. As a result, the RGD 2710 

exhibited greater accuracy, stability, and robustness of results than the previous model. 2711 

This innovative method was applied for industrial sustainability assessment. The 2712 

spatial association between nitrogen dioxide (N  ) density and RS factors was 2713 

analysed using a RGD. The results showed that N  density (followed by wind speed 2714 

and vegetation greenness) has the greatest association with the night-time light (NTL) 2715 

factor.  2716 

7.2.3 Assessing socio-economic sustainability of industrial development from an 2717 

urban scaling perspective: industrial features associated with economy, 2718 

infrastructure, and innovation 2719 

The third objective was to assess the socio-economic sustainability of nationwide 2720 

industrial features. Current knowledge regarding the pace of development of 2721 

industrial features (i.e. industrial region scale, industrial companies, and industrial 2722 

employees) is limited. Furthermore, urban factors associated with industrial growth 2723 

deserve further exploration.  2724 

This objective was satisfied by analysing the scaling pace of industrial features 2725 

and other urban indicators in 101 Australian cities. This objective mainly focused on 2726 
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the development of industrial and other urban indicators in Australian cities. Further 2727 

datasets representing economic, infrastructure, and innovation indicators were 2728 

collected from the census data provided by the Australian Bureau of Statistics. The 2729 

pace of development of multiple urban indicators was identified by urban scaling 2730 

models, and the association between industrial features and urban indicators was 2731 

assessed using the RGD.  2732 

The development of industrial regions is tied to cities, and this phenomenon 2733 

indicates that the pace of industrial expansion can be measured using the urban 2734 

scaling theory. Scaling models indicate that industrial features develop at a sublinear 2735 

pace. The super-linear pace of economic development and sublinear pace of 2736 

infrastructure development are also indicated by the scaling models. This study 2737 

provides both general results on Australian urban scaling development and specific 2738 

spatial association results on industrial scaling features. In general, this study 2739 

validates the consistency of scaling development among Australian cities using 2740 

power-law theory and the similarity of scaling disparity features among top-populated 2741 

cities. Specifically, the urban innovation indicator and income level were 2742 

predominantly and positively associated with industrial companies and employees, 2743 

indicating that innovation growth and economic development in Australian cities 2744 

would stimulate the performance of industrial companies and the employment scale. 2745 

The synergy between urban innovation and industrial company performance is 2746 

particularly significant in major capital cities. The developed spatial models hold 2747 

broad potential to address the spatial and scaling characteristics of industrial features.  2748 

7.2.4 Further investigation on socio-economic impacts of industrial features: 2749 

spatial impacts of industrial development on national economic inequality 2750 

The final objective was to explore the impact of industrial features on economic 2751 

inequality. The sustainability of industrial development has been assessed from both 2752 

the environmental and socio-economic perspectives. However, the impact of 2753 
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industrial development remains to be investigated. The manner in which industrial 2754 

features are related to economic inequality was demonstrated through the completion 2755 

of this objective. The impact of industrial features on the distribution of economic 2756 

inequality was assessed spatially and aspatially. 2757 

The final objective was satisfied by modelling the nationwide economic 2758 

inequality status with consideration of spatial local complexity at a higher level of 2759 

spatial granularity. First, relevant socio-economic datasets were collected from the 2760 

national census. Second, the impact of industrial features on economic inequality was 2761 

assessed using traditional spatial and aspatial models. Then, the concept of 2762 

geocomplexity was proposed and quantified using the indicator of spatial local 2763 

complexity. Finally, spatial local complexity was applied to explain the errors in 2764 

traditional models.  2765 

The results from the traditional model indicate that the nationwide economic 2766 

inequality phenomenon is related to income distribution, house ownership, and the 2767 

local industrial employee scale. The spatial distribution of economic inequality is also 2768 

subject to the complexity of the spatial impacts of the local income distribution and 2769 

local industrial employee scale. The disparity in spatial local complexity can explain 2770 

the errors in linear regression, machine learning models, and spatial models.  2771 

7.3 Advice for smart industrial built environment in Australia 2772 

Advice for achieving and maintaining a smart Australian industrial built environment 2773 

can be derived based on the results yielded upon completion of the four research 2774 

objectives. According to the results of the first two research objectives on 2775 

environmental sustainability assessment, although road density and meteorological 2776 

factors are generally influential, spatial disparities of factors affecting air pollutants in 2777 

nationwide industrial regions are evident. In urban areas, air pollutants in industrial 2778 

regions are mainly influenced by natural factors. However, in northern Australia, 2779 

human activity factors and the industrial scale are key factors affecting air pollutant 2780 
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levels in industrial regions. From the perspective of spatially stratified heterogeneity, 2781 

NTL is more strongly associated with air pollutants in industrial regions than 2782 

meteorological factors and vegetation greenness. Given the environmental 2783 

sustainability results, policymakers and stakeholders of industrial regions are advised 2784 

to pay more attention to environmental issues and human activities in northern areas. 2785 

Environmental sustainability monitoring can be based on the analysis of Earth 2786 

observation data. Considering the high maintenance cost of air pollutant monitoring 2787 

stations in northern areas, researchers and scientific teams are advised to monitor air 2788 

pollutants in these regions based on open-access satellite data that is updated daily.  2789 

According to the results of the socio-economic sustainability assessment, 2790 

industrial features are tied to cities and urban industrial features (i.e. industrial region 2791 

scale, industrial employees, and industrial companies) are developing at linear and 2792 

sub-linear speeds. The development of industrial features is strongly associated with 2793 

the pace of income increase and innovation development. Thus, policymakers should 2794 

pay more attention to professional services from industries with innovation outputs, 2795 

while planning smart industrial regions for mining, manufacturing, utility supply, and 2796 

waste services. Furthermore, the concept of geocomplexity indicates that the spatial 2797 

impact of industrial features on economic inequality is significant. Therefore, the 2798 

industrial development of surrounding areas is tied to the local economic distribution, 2799 

and accordingly, policymakers should consider the spatial effect. 2800 

7.4 Contributions of this study 2801 

7.4.1 Theoretical contributions to spatial science 2802 

The design of a RGD and concept of geocomplexity make theoretical contributions to 2803 

spatial science. First, the RGD design proved the feasibility of overcoming the 2804 

sensitivity of spatial zone determination for traditional GDs. GDs have been proposed 2805 

and applied in spatial data analysis for a decade, and the optimal parameter-based GD 2806 
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is an advanced model used to improve GDs. Despite improvements in model 2807 

performance and result interpretation, SSH values are sensitive to spatial zone 2808 

segmentation based on independent variables. By tracking the trend of spatial 2809 

stratified heterogeneity values from these two models, the value fluctuates with an 2810 

increase in the number of spatial zones, while spatial associations between variables 2811 

are supposed to become clearer with the increase in number of spatial zones. The 2812 

design of the RGD proves that it is possible to further improve the performance of GD 2813 

models by clearly indicating the association between factors. By transforming the 2814 

spatial zone segmentation problem into a pure optimisation problem and applying a 2815 

change point detection (CPD) algorithm, the RGD guarantees an increasing 2816 

association between factors with additional spatial zones, and the model results are 2817 

consistent with intuitiveness. 2818 

Second, the expression of spatial local complexity defines the concept of 2819 

complexity from spatial impact. The concept of complexity is ubiquitous in both 2820 

science and engineering. Local spatial complexity defines the concept of complexity 2821 

in spatial science. Furthermore, this research proves that the complexity of the spatial 2822 

distribution of factors can explain unknown errors in traditional models. In other 2823 

words, it is necessary to consider the complexity of spatial science. 2824 

7.4.2 Practical contributions to smart built environment management 2825 

The application of innovative spatial methods and analysis results on industrial built 2826 

environment sustainability makes practical contributions to smart built environment 2827 

management. The application of new spatial methods adds value to smart built 2828 

environment management. To propagate usage of geographic information system 2829 

(GIS) in built environments and construction fields, new spatial methods—consistent 2830 

with intuitiveness—with reliable and accurate results are acceptable to experts from 2831 

non-spatial fields. Thus, these innovative methods can popularise the application of 2832 

GIS functions, particularly spatial planning functions, in the built environment and 2833 
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construction management. Furthermore, new spatial methods support scientific 2834 

decision-making and smart built environment management, with improved model 2835 

performance. 2836 

The results of industrial built environment sustainability assessment contribute 2837 

to smart built environment and construction management during the design and 2838 

maintenance phases. This study uncovered the properties of industrial built 2839 

environment development from an urban scaling perspective and identified the 2840 

synergy between industrial features and other urban indicators. These socio-economic 2841 

results, demonstrating the pace of industrial development in Australian cities, are 2842 

helpful in understanding the industrial expansion process and achieving efficient 2843 

resource allocation. These outcomes are beneficial to the smart built environment and 2844 

construction management during the design and planning phases. Furthermore, this 2845 

study assessed environmental sustainability by investigating air pollutants and their 2846 

influential factors, as well as spatial impacts of industrial features on economic 2847 

inequality. The results demonstrate the impacts of current industrial built environment 2848 

development and provide guidelines and advice for urban and regional governance 2849 

during the maintenance phase of the construction lifecycle.  2850 

7.5 Recommendations for future research 2851 

This Ph.D. thesis provides academic contributions, in the form of innovative 2852 

methodology design and computational results. Future research can be undertaken 2853 

through spatial method improvement, software development, systematic sustainability 2854 

analysis, and smart urban construction and built environment management practices.  2855 

Despite innovation and breakthrough in geospatial analysis methods design, 2856 

the theories and models from this thesis is not perfect. Future research can be 2857 

undertaken to overcome relevant limitations. First, a robust geographical detector has 2858 

been proposed to overcome the geographical detector’s sensitivity to variables’ 2859 

statistical distributions. This method explores the maximum limit of spatial 2860 
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associations between two factors. However, in some cases, the target variable may be 2861 

subjected to the interactive forces of multiple variables. Thus, a further optimisation 2862 

algorithm is required to determine optimal spatial zones indicating the interaction of 2863 

multiple variables. Second, we have proposed the concept of ‘geocomplexity’, which 2864 

is quantified by spatial local complexity, from the view of spatial dependence. The 2865 

effectiveness of geocomplexity in error explanations has been demonstrated, while 2866 

this might not be the only understanding of complexity in spatial science. The 2867 

meaning of complexity can be further extended from the view of spatial similarity.  2868 

In terms of software implementation, programming for the design of a RGD 2869 

and assessing geocomplexity can be developed further. The RGD was accomplished 2870 

using the public Python scientific library ‘ruptures’ for signal processing and the R 2871 

language-based library ‘geodetector’. Currently, the Python library ‘ruptures’ 2872 

computes the optimal spatial zones for the original GD, and the final value of SSH is 2873 

computed by ‘geodetector’. This version of the RGD is supported by functions from 2874 

two programming environments, and its design is complicated for experts from 2875 

non-spatial fields. In future studies, an integrated and public R library can be 2876 

developed for the RGD, to explore spatial heterogeneity. The implementation of this 2877 

method can improve the efficiency of spatial analysis for experts from spatial fields 2878 

and can propagate the concept of spatial science to non-spatial experts. To compute 2879 

geocomplexity, this spatial concept was programmed with self-design in the R 2880 

language. In future studies, a full R package can be developed to compute the spatial 2881 

local complexity, explain spatial errors, and generate better results in an integrated 2882 

function.  2883 

In terms of sustainability analysis, this thesis measures sustainable 2884 

development in Australian industrial regions from environmental and socio-economic 2885 

perspectives. Environmental sustainability is assessed by understanding the spatial 2886 

patterns of influential factors of air pollutants, and socio-economic sustainability is 2887 

measured from the scaling pace of development and economic inequality impacts. 2888 
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These topics assess the development of industrial regions nationwide from multiple 2889 

perspectives. However, sustainability covers various issues, and this study solves a 2890 

minority of them, which can be assessed using Earth observations and spatial 2891 

techniques. Thus, in future research, sustainable development of industrial regions 2892 

from environmental and socio-economic perspectives can be explored through issues 2893 

regarding climate change, ecosystems, energy consumption, vulnerable populations, 2894 

and social safety. Furthermore, the sustainability analysis framework for industrial 2895 

regions can be applied to other countries or states where mining, manufacturing, or 2896 

utility supply industries play a key role.  2897 

Smart urban construction and built environment management can be achieved 2898 

by the propagation of new geospatial functions and systematic sustainability analyses 2899 

of industrial regions and relevant infrastructures. This thesis proposes new spatial 2900 

analysis methods and measures sustainability by analysing Earth observation big data. 2901 

Scientific decision-making and smart urban construction can be achieved with the 2902 

help of popularised GIS methods and scientific analysis results for sustainable 2903 

development. Thus, the value of smart urban construction can be increased by the 2904 

implementation of spatial software and systematic sustainable analysis.  2905 

  2906 
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