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ABSTRACT The proliferation of distributed energy resources in distribution systems has given rise to a
new concept known as Microgrids (MGs). The effective control of MGs is a crucial aspect that needs to
be prioritized before undertaking any implementation procedure. This article provides a comprehensive
overview of hierarchical control methods that ensure efficient and robust control for MGs. Specifically,
it focuses on the secondary controller approaches (centralized, distributed, and decentralized control) and
examines their primary strengths and weaknesses. The techniques are thoroughly discussed, deliberated,
and compared to facilitate a better understanding. According to functionality, the hierarchical-based control
scheme is allocated into three levels: primary, secondary, and tertiary. For secondary control level, the MG
communication structures permit the usage of various control methods that provided the significance of
the secondary controller for consistent and reliable MG performance and the deficiency of an inclusive
recommendation for scholars. Also, it gives a review of the literature on present important matters related
to MG secondary control approaches in relation to the challenges of communication systems. The problem
of the secondary level control is deliberated with an emphasis on challenges like delays. Further, at the
secondary layer, the distributed control techniques for reducing communication system utilization and then
reducing communication system delays are conferred. Furthermore, the benefits and limitations of various
control structures, such as centralized, decentralized, and distributed are also discusses in this study. Later
a comparative analysis of entire control approaches, the best methods of control according to the author’s
perspective are also discussed.

INDEX TERMS MG, hierarchical control, distributed generators, secondary level control, centralized
control, distributed control, decentralized control.

NOMENCLATURE
DGs Distributed generators.
ESS Energy storage systems.
LC Load controller.
LV Low Voltages.
MAS Multi-Agent System.
MC Micro-source Controller.
DGs Distributed generators.
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I. INTRODUCTION
For the last few years, isolated grids are considered as a
feasible way out for power supply based on Energy Stor-
age Systems and DG. The growth and enhancement of the
schemes of control have altered the way of understand-
ing and designing these systems. This change directed the
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development of a new idea known asMG [1], [2], [3], [4], [5].
Moreover, the concept of the multi-MG has just got fur-
ther attention because of its characteristics of obliging
the large-scale incorporation of renewable energy sources
with effective utilization, better efficiency of power system,
stability and reliability performance by collaboration and
coordination of the exchange of energy between the MGs and
the main grid. However, the improvement of MGs presents
some challenges that must be assessed individually; Chal-
lenges include safety, control, stability, and operation [6], [7].

MGs may work in connected and islanded ways [8],
[9], [10], [11]; In these modes of operation, there are a few
challenges like voltage and frequency stability, and precise
distribution of power [12], [13]; Therefore, an appropriate
control assembly is essential for reliable performance of
the MG. Moreover, selecting the right communication sys-
tem to enhance system consistency and security to increase
packet loss, time delay and bandwidth is a major task. The
data altercation in MGs as well as diverse stages of control
needs a communication system; that are systematized via a
hierarchical-based control assembly. Figure 1 displays the
hierarchical structure of a MG control network created on
three layers of control called primary, secondary, and tertiary
control.

• Primary control layer: Initially the controller is
accountable for keeping the stability of frequency and
voltage, that influence the MG constancy because of
quick procedures of controller. To improve the PQ and
accurateness of the initial level power distribution, the
loop of virtual impedance is electively utilized [14].
On the primary stage, controllers are employed with
local quantities, thus they do not need a difficult com-
munication system [15], [16], [17]. Because of the
time mandatory for the exchange of data to distribute
the same power in the MG divisions, an independent
method is generally implemented for the first con-
trol [18], [19], [20], [21].

• Secondary Control layer-Along with the primary con-
trol, secondary control layers are added to the network
that deliver a reference to the primary control to simul-
taneously provide proportional current distribution and
voltage regulation. Secondary control approaches are
deliberate in relation to the requirement of commu-
nication systems on three configurations: centralized,
distributed and decentralized [22].

• Tertiary control layer: Tertiary control is a com-
plement to the primary and secondary control layers
that offers controller signals to secondary control to
solve power management and distribution difficulties
in MGs [23].

Communication link based control approaches in MGs
may be classified as following [24]:

• Centralized control technique: A centralized con-
troller is utilized to manage the distributed production
sections and data transmitted over high bandwidth com-
munication links.

• Distributed control technique: Every single controller
communicates with other units via a mutual bus. It uses
a digital based communication link.

• Decentralized control technique: The units of DG are
controlled and deprived of a communication connection,
creating autonomous choices depend on locally accessi-
ble parameters.

The Table 1 summarized the advantages and disadvantages
of each control.

TABLE 1. Advantages and disadvabtages of control techniques.

FIGURE 1. MG hierarchical control configuration.

As communication resources in the MG are restricted,
it is desirable to reduce the dependence on the communi-
cation system. Hence, that’s lead to pay greater consider-
ation to decentralized and distributed systems because of
less dependency on communication system as compared
to centralized system which needs difficult communication
system [25], [26], [27]. The reliance of MGs on communi-
cation systems are also has drawbacks like communication
interruptions. Because of this, new control arrangements
have been proposed in this manner that control goals may
constantly be certain even in event of communication inter-
ruptions [28], [29]. Latest researches have deliberated the
development of new secondary level control for frequency
and voltage recovery as well as precise power distribution rely
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on an event-triggered condition [30], [31], [32]. Because of
the expensive communication systems, a lot of research have
been directed to diminish the dependence of secondary layer
controller on the communication structure [33].

During the analysis of some major demonstrations projects
identify that in designing these systems there is no structured
information. Genuinely, according to the research analysis,
the MGs have been construct with numerous control frame-
work and architectures, compromising MGs that may be
operated in on-grid mode simply and in off and on-grid
modes both. In the latest case, the frequency and voltage of
system are controlled through adopting droop controlled or
main/secondary controllers. Amongst the droop controlled
MGs, the Kythons Island MG is well recognized, that was
created by the goal of developing the decentralized and cen-
tralized controlled schemes for the independent networks.
In contrast, the consistency and economic management of the
islanded MG is the key goal of the Huatacondo MG, while
the continuous MV/LV MG is utilized to develop the control
schemes capable to control the voltage and the frequency of
the islanded network.

The MG of Bornholm may be controlled as an islanded
in addition to parallel with grid. However, it is categorized
as the islanded MG because it is operated in the mode of
off-grid for utmost of time. Similarly, the test facility of CESI
RICERCA DER is involved in the droop controlled based
MG. It has beenmade by the objective to examine the stability
of frequency and voltage along with the latest protection
strategies and the design necessities for the storage devices
of independent MGs. It is based on the centralized control
network which permits altering the network configuration
thus that numerous grid topologies may be studies.

MGs are generally eye-catching for their capability to
encourage the integration of distributed energy sources
(DER) in to the distribution system. Therefore, the Prince Lab
MG at the Polyrechnic University of Bari (Italy) was estab-
lished to give operational and technical commendations for
make sure reliability, security, resilience, and interoperability
in further realistic cases and depend on the commercially
existing DER [13].
The main objective of this paper is to give the inclusive

review about the prevailing secondary level control meth-
ods as well as to indicate the possibilities for the further
research in this field. In that sense, few research article
providing MG reviews [34], [35], some focused on MG con-
trol [36], [37], [38] and few are on the secondary layer control
system [22]. In view of the extensive study on communica-
tion system of MGs, this article emphasis on the secondary
level control and configurations utilized in secondary layer
through looking at lessening dependency on the infrastructure
of communication and by considering diverse methods based
on distributed control.

The remaining paper is systematized as follows: The
section II briefly explains the MGs hierarchical control sys-
tem. In Section III the secondary layer control methods
are categorized then compared with each other, as well as

the significance of this network is highlighted via inspect-
ing methods that depends on the distributed system. The
Section IV categorizes the communication system utilized
in MG. Lastly, in section V, the conclusion is presented.

II. CONTROL STRUCTURE OF MICROGRID
Figure 2 displays the network of a usual low voltage MG as
well as relationship between the MG controllers [39]. In gen-
eral, MG includes low voltage power supplies, loads, micro
sources (such as wind energy conversion system (WECS),
micro-turbine, photovoltaic (PV), fuel cell) and storage
equipment’s (such as flywheel, and battery energy storage
system (BESS)). The MG Central Controller (MGCC) that
connected on LV lateral substation that controls the MG
centrally. To manage the micro-sources and load, the local
controllers like Micro-Source Controller (MC) and Load
Controller (LC) are used and interchange the required data
alongMGCC via a communication connection. LC is utilized
to manage loads via local load shedding strategies under
emergency situations and MC manages the real and reactive
powers from micro-sources [39], [40].

The initial level of hierarchical control structure is the
primary control also known as local control, which responds
faster and is utilized to soothe the MG frequency and voltage
via the correct distribution of the load between the units
of DG [16]. In the MG the controller that are responsi-
ble for primary control are LCs and MCs. The secondary
controller does corrective actions to eliminate voltage and
frequency deviances that are present at the primary control
level. In accordance with [39], [41], and [42], secondary level
control can be used in both decentralized and centralized
approaches (e.g. the MGCC may perform the secondary con-
trol centrally or the MC perform it locally).

Tertiary control copes the power flow among the utility gird
and the MG in usual interconnected mode. Furthermore, the
key function of it has as an economic management function
and manage the features that enable optimum planning of the
units of DG [9].

FIGURE 2. Typical LV MG and the relationship amongst the MG
controllers [40].

A. PRIMARY LEVEL CONTROL IN MICROGRID
As mentioned in the preceding segment, the initial level
control of the hierarchical control structure is the primary
control. This level of control is mostly limited to the MG
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and is utilized to manage current and voltage. Because of
utilizing only local variables for processing this step may not
give the performance of required system. To attain the wanted
performance, higher-level controls interrelate with the pri-
mary control level utilizing their local variables.Mainly, these
higher level controllers take primary level monitoring actions
to improve their performance. There are two main catego-
rizations for primary control of an island MG, comprising
communication-based approaches and non-communication
approaches. Techniques that are based on communication
have some benefits, like a precise power distribution, good
PQ, better transient reaction, and elimination of circulating
current. Though, all of these techniques are expensive and
complex and need control loops for high bandwidth commu-
nication connections. Non-communicating techniques rely
on droop controlling which are using local measurements
to manage the units of DG. These techniques have a lot
of necessary properties, for example flexibility, extensibility,
redundancy and ease of execution [43], [44]. Though, droop-
based approaches have few disadvantages, like Imprecise
power distribution, slow transient reaction, and circulating
current between the converters. Figure 3 displays the classi-
fication of the primary controller classifications for an island
MG [20], [23], [45], [46].

FIGURE 3. Control strategies for primary controller.

B. TERTIARY LEVEL CONTROL IN MICROGRID
Though the MG has two preliminary regulators for current
and voltage supervision; To attain an efficient and optimal
act of the MG, a supplementary control layer, such as tertiary
regulator, necessary. Tertiary control may be implemented
centrally or decentralized in a hierarchical control structure.
Unlike the primary and the secondary controller levels, the
tertiary controller system may encompass its scope further
than the MG. The tertiary control level turn into the com-
pulsory tool for energy and power supervision in a MG
network. In spite of the smaller size of the MG compared
to the traditional grid, the requisite to control power flow
and manage energy is key to increasing whole efficacy. The
succeeding ways are utilized in the tertiary controller for
energy management: management of energy amid MG and
traditional grid, within the MG bunch, and energy exchange
between DGs of a MG in island mode. To provide optimum
energy storage, planning of energy, managing energy flows
and to minimize operating costs is the main aim of this level.
The utilization of modest calculation algorithm and tech-
nique makes the tertiary control sluggish and inefficient as it
deals with difficult calculations and shields nearly the entire
MG network [23].

Before accepting a control strategy, three situations, such
as the consistent, cost-effective and optimum state of network
must be extremely deliberated. From these three constraints,
two constraints, such as an optimum state and cost-effective
is perceptively attained via utilizing the tertiary control layer.
Every network wants to endure operating in an optimal
situation, or close to an optimal situation. So, the tertiary
control level utilizing a diversity of optimization methods
to attain the above-mentioned objective. The optimization
method utilizes adjusted inputs and difficult mathematical
calculations to achieve the wanted optimum state of the
network. In general, the three optimization algorithms, such
as Genetic Algorithm, PSO and consensus procedure, used
at the tertiary control level of the MG. Among these
approaches, the consensus-based algorithm allows rapid con-
vergence of the network’s distributed agents towards a mutual
agreement.

III. SECONDARY LEVEL CONTROL IN MICROGRID
At the primary layer when the MG controller uses the droop
scheme, the error of steady state is non-zero; So, the recovery
of frequency and voltage deviance and greater flexibility of
secondary level structure have been discussed [47], [48]. The
secondary layer has function like reliability and reduction
of voltage and frequency deviances to determine the MG
economic performance and operating points of the primary
level control [49]. The secondary regulator establishes com-
mon coupling voltage point and exchange of power among
the utility grid and the MG. For lessening of loss and PQ
and lead to increasing economic benefits, determined the
operational points of the secondary controller that are based
on optimization principles [49], [50].

The secondary level control may be achieved in 3 dif-
ferent means: centralized [51], [52], decentralized and dis-
tributed [41], [53], [54], [55], [56]. Table 2 presented the
secondary control categories. This organization illustrates
the forms of secondary-level control approaches discussed
in different articles, and the main characteristics of central-
ized, distributed, and decentralized control are summarized in
Table 3. This helps to better understand and get information
about this level from the controller.

A. STRUCTURE OF CENTRALIZED CONTROLLER IN THE
MICROGRID
The centralized approaches assume that loads are located on
common bus and that the secondary controller regulates the
voltage of common bus around the mention value [70], [72].
Meanwhile this technique needs an extensive system of com-
munication, that would be utilized to control and monitor
the various MG features. The centralized approach makes
it easy to import the DG into the MG without influenc-
ing the control database. Though, this is highly dependent
on the MGCC and would be deliberated a serious restric-
tion [30]. Meanwhile the entire calculations of control are
done in the MG central controller, the failure would affect
the full MG, so a standby system is needed to enhance the
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TABLE 2. Classifications of types of the secondary layer control.

TABLE 3. Comparison of various classifications of secondary control kinds.

TABLE 4. Control technique utilized for the centralized control.

consistency [30]. The traditional secondary level control
approaches utilized a centralized based structure containing
of the Droop controller, central controller and an arithmetic
section. These necessities lessen the flexibility and reliability
of the MG and enhance its vulnerability to disruption, so as
to the failure of single unit will cause the serious issue in
the MG. Because of this, few distributed approaches are
discussed [70], [71], [73].

Due to the delays in the links of communication at the
control of MG the stability of system will be affected The

presence of a delays in the network of communication may
generate uncertainty in the MG [74]. It displays the signif-
icance of keeping an adequate control network to eradicate
delays effect in MG performance. Distributed control based
on the MAS has given a favorable technique to eradicate the
effect of time delay [69].

Figure 4 displays the network of centralized control. Few
of the control techniques utilized for this are presented in the
Table 4; as well as the benefits and drawbacks of centralized
network are summarized in the Table 5.
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TABLE 5. Pros and cons of the centralized control.

FIGURE 4. Schematic figure of centralized control method.

B. DISTRIBUTED CONTROL SYSTEM IN THE MICROGRID
In addition to lessening the utilization of communication sys-
tem the distributed controller has more benefits as compared
to the centralized control system. This structure was therefore
developed as a suitable technique to control MGs [10]. The
traditional distributed control structure is shown in Figure 5.

FIGURE 5. Schematic figure of the distributed control method.

To remove the requirement for advanced control a lot of
research have been done and a completely distributed control
framework is proposed, as illustrated in Figure 6 [75]. In gen-
eral, there are three challenges for distributed MG control:

• The initial one is to reestablish the frequency and volt-
age of heterogeneous units of DG to baseline values

FIGURE 6. Fully distributed structure.

instantaneously and swiftly in the completely distributed
technique;

• The secondary one is exact distribution of power accor-
dance to the distributed generators power capability;

• The third is autonomous of parameters of the
MG [76], [77].

It gives a vigorous secondary layer control structure
intended to boost synchronization procedure and make sure
consensus in the finite time [78]. The Summary of this control
approaches are illustrated in the Table 6. The comparison
and overview of the secondary level control systems shows
scholarly concern in escalating decentralized and distributed
network in latest papers. The main cause for this may be
seen as significance of decreasing the dependency of control
framework on communication system and creating the MG
gateway resilient to tasks of communication.

Amongst the distributed approaches, the consensus
algorithm is recognized as an appropriate method for the
distributed control structure. In many surveys related to
the distributed technique, consensus has been utilized. This
procedure is described in a separate segment as follows.

1) CONSENSUS-BASED TECHNIQUES
The most popular distributed method that is used for con-
trolling MG for many years is Consensus algorithm. This
procedure is capable to coordinate DG in a MG via sharing
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TABLE 6. Review of the distributed control techniques.

data. In this technique, the classification of communication
relations and information exchange guidelines is created
on the theory of multi agent system [87], [88], [89], [90].
How to design an appropriate controller so that every
agent may attain a common value in consensus algorithm
that are based on multi agent system is a main prob-
lem. Extensive agent involvement creates management and
control of MAS expensive or unfeasible. So, developed
the distributed control by utilizing the exchange of local
data among neighbors via shared networks of the com-
munication. In the latest years numerous researches have
been done on the distributed consensus based control for
the MAS [90], [91]. In the literature, the usage of other
kinds of the consensus approaches has also been deliber-
ated [92], [93], [94], [95], [96], [97], [98], [99], [100], [101],
[102], [103], [104], [105], [106],summarized in Figure 7.

FIGURE 7. Categories of consensus techniques.

Event-triggered Technique: In the traditional consensus
process method, the distributed production control structures
has admittance to control the signals and measure data via
communication system. Because of the limited communi-
cation resources, it will be significant to save computer
resources. Because of the Nonstop utilization of network
of the communication may increase communication inter-
ruptions e.g. extensive delays, rise packet loss and lessen
performance, and inescapably diminish system steadiness,

TABLE 7. Pros and cons of the event-triggering control strategy.

reliability and performance. Event-based consensus control is
a positive way out to maintain the control function of MAS.
It also decreases excessive use of computing and communi-
cation resources [107], [108].

The event-based technique is progressively applied at
the MG secondary level control, as it keeps constancy and
decreases the interchange of data among DG units. To exam-
ine the control of event-trigger the consensus technique is
using, this structure may be separated into two forms:

• The primary frame is model based event triggering tech-
nique. In it, the event triggered command is described
that are rely on the estimated errors [109].

• The second frame is the data sampling based on events,
which involves techniques like event based sampling
strategy, sample data-driven sampling strategy [110],
and self-commissioned sampling strategy [111]

This network has benefits and drawbacks, that are pre-
sented in Table 7. With event-driven technique, command

102450 VOLUME 11, 2023



F. Nawaz et al.: Comprehensive Review of the State-of-the-Art of Secondary Control Strategies

TABLE 8. Control approaches utilized for decentralized system control.

inputs are generated when events occur. If the system state
(bus voltages or converter currents) diverges from the target
value (error band) by a certain threshold, this is evaluated as
the event. It is alike to time triggering, however event trigger-
ingmay decrease stress of communication, power exhaustion,
and CPU load through taking samples rely on the generated
events.

Reference [112] proposed a novel distributed secondary
level control based on event triggering approach for dis-
tinct bus DC MGs that could enable voltage regulation and
precise current distribution at equal values of line resis-
tances. Its efficiency must be checked with different line
impedances. In [113], an H∞ event-triggered distributed
consensus algorithm was presented to attain accurate current
exchange. This algorithm gives proportional load distribution
at the expense of voltage regulation. In [76], a new distributed
secondary control approach with event-triggered signal trans-
mission was proposed. Though, this technique will not work
if the voltages of DC bus is not available to converters.
Furthermore, simply resistive loads are taken into account.
Finite-time consensus, as applied in [101], permits conver-
gence in the limited number of steps, though debugging and
deals uncertainties can introduce reactive chatter. Fixed-time
consensus is utilized in [114]. Fixed time has better scalability
and convergence as compared to the event based techniques.

Consensus-based secondary control methods may attain
a voltage swing term and a current sharing correction term
using compact communication links. A network with com-
pact communication associations may require greater time to
converge, and the convergence time may be decreased with
the system fully communicated. Therefore, there is always a
trade-off between the number of communication linkages and
the convergence speed.

C. DECENTRALIZED CONTROL SYSTEM IN MICROGRID
The decentralized control system works on the local mea-
sures basis. Contrasting a centralized control system in the
decentralized controllers, every DG entity is an independent

TABLE 9. Graphs types for network modelling of communication in MGs.

entity [79]. So, in this control, the requirement for a network
of the communication is compact and the control is local [80].
Simply local data is utilized and the network may continue
to operate even if multiple agents malfunction as compared
to the centralized control system. Because of the lack of the
communication connection, this control approach is delib-
erated the utmost reliable, regardless of its limitations. It is
suitable for reducing the complication of communication and
data processing. This control has 3 core branches, specifically
consensus-based processes, MAS, and their amalgamations.
In more recent research, the decentralized control system
has been established utilizing network of MAS. A multi-
agent system concept based decentralized control for MGs
was presented in [81] and established in [84]. Figure 8 dis-
plays decentralized control method. The Table 8 presents
the analysis carried out on this control. Though, it cannot
be able to efficiently cope all the control objectives because
of the absence of communication [142]. Consequently, the
distributed control system is developed with the benefits
of both decentralized and centralized processes. The above
segment defines the characteristics of the distributed control
system.

IV. COMMUNICATION SYSTEM
The communication systems study was inspected in two
portions, modeling communication systems utilizing graph
theory (GA) and the communication procedures.
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TABLE 10. Control approaches utilized against communication disturbances.

FIGURE 8. Schematic figure of decentralized control technique.

A. THE GRAPH THEORY
As the islanded MG using the several DGs, network of com-
munication between units of DG may be modeled using the
graph. In the graph of MG, nodes specify the distributed gen-
erators and edge of their communication connections [144].
MAS is thus represented in the form of a graph, where V =

{v1.v2.v3 · · · .vn} is the set of agents, ε ⊆ V × V , ε =

{e1.e2 · · · en} is a set of edges, The associated adjacency
matrix A = [aij] ∈ Rn∗n with aii = 0. The Laplacian is
specified via L = D − A; Where D is the degree matrix

and L = Lij ∈ Rn∗n, L is semidefinite with positive symme-
try [145]. In Table 9, the structure of the graph is separated
into two subdivisions.

B. COMMUNICATION PROTOCOL
For the good performance of the MG, as well as the adequate
control system, option of a communication procedure may
have an important influence on the behavior of theMG. Espe-
cially, the communication procedure should be consistent by
the control objectives of the MG and should not complex
implementation or rise costs. In latest studies on MG control,
different communication procedures have been analyzed with
the goal of lessening price and accelerating the growth of
MGs [146], [147]. In [146], IEC 61850 based communication
network was utilized as an appropriate and favorable way
out to keep security of network and increase the reliability
of MGs.

The communication network study may be allocated into
two forms, utilizing wireless and wired [148]. The Wired
systems like fiber and power lines are subject to extra inter-
ference of communication and noise than wireless modes
because of the environmental situations. Utilization of wired
approaches may also take to the difficulty of communication
system and restrict it to a particular location. So, wireless
systems like WiMax,Wi-Fi, SigFox, ZigBee seem to be more
cost effective and responsive with proper control structure
to avoid communication disruptions [148], [149], [150].
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TABLE 11. The consequence of secondary control approaches on the time delay in MG.

Communication failures in the wireless systems are discussed
in the following segment.

C. COMMUNICATION DISTURBANCES
It is beforehand found that distributed system has greater
enactment as compared to the other control framework;
Though, because of the reliance on distributed framework of
communication system, MGs are subject to communication
and interference limitations. In that sense, the communi-
cation limitations like delays, packet losses, cyber-attacks,

communication system failures and noise are the main com-
munication turbulences in MG that lead toward the loss
of synchronization of the physical parameters or even the
unsteadiness of the MG [144]. Consequently, it is important
to design a control structure capable of maintaining the sta-
bility of theMG in event of turbulences in the communication
systems [145], [151], [152]. The Consensus-based distributed
level control has been deliberated like an appropriate method
for communication limitations, therefore consensus-based
control that takes into account delays and time-varying noise
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is introduced in [153]. Additional method to evading com-
munication limitations is to utilized time-based graph theory
method; In [154], utilizing communication system model-
ing via time-varying graph theory, the MG was expressively
enhanced against the loss of data, communication system
failure and the time lag.

Along with the disruptions produced via communication
system, cyber-attacks may disturb performance of MG in
such a means that MG may fail, which is discussed in [155]
through Software Defined Networking (SDN). Communi-
cation system failure is one of the turbulences that affect
behavior of MG controller, that is discussed in [156], the
proposed method for modernization of the lines of communi-
cation. The Table 10 presents control procedures utilized in
existence of the communication failures. Amongst the com-
munication disorders research, researchers have investigated
time lag in latest studies because of its significance in keeping
constancy. Consequently, it is discussed in below segment.

1) COMMUNICATION DELAYS IN THE SECONDARY LEVEL
CONTROL
The transfer of data over communication systems for example
WiMax, WiFi, Internet, ZigBee, and Ethernet in MGs is
linked by delays [157], [158]. In the worst case, time lag in
communication networks can lead to poor and unstable MG
performance. To study delay in networks of communication,
it may be separated into two sets; communication and input
delay [159].
The distributed level control framework is an efficient

technique to control MGs in the existence of delays [160].
Though, this framework has restricted resistance to time-
outs. Therefore, it is difficult to find the delay margin for
the MG to work well. Taylor series [161], linear matrix
inequality [162], [163], simulation-based [164], [165], exper-
iment/HIL [166] are famous approaches to determine the
margin of delay in MGs. Moreover, in [166], an extensive
study was conducted on the approaches to determine the
delay margin in MGs. The Table 11 presents the four control
systems to inspect kinds of delays and calculation of the delay
margin and impact of the control technique on the delay time.

V. CONCLUSION
The key challenges of MGs are getting the right con-
troller. In present work, assembly of secondary controller
was examined using the description of the three different
levels of control as primary, secondary, and tertiary and
it has been revealed that each of them imposes different
demands on the performance of communication. During anal-
ysis, it was developing that primary layer is the time-critical
process which provides instantaneous control of frequency
and voltage, thus non-communication control approaches
are used. A secondary control level, contrasting primary
control level, is highly reliant on communication system.
According to communication system, this control layer
has been distributed into three configurations; centralized

control, distributed control and decentralized control. Evalu-
ation of control configurations displayed that the distributed
controller has numerous benefits over centralized strat-
egy (such as increased consistency and confrontation to
equipment collapse), it can need extra complex informa-
tion transmission over communication lines. The dependency
of the communication system on the distributed controller
assembly needs an analysis of the control performance in the
event of communication interruptions. Therefore, ‘‘in what
way to soothe data transmission during communication fail-
ures in the restricted system capitals of theMG’’ is also one of
the key tasks of MG control. Lastly, this article providing the
global view of secondary layer in relation to communication
system in the MG and the performance of controllers in the
event of communication failures. It is suggested that com-
munication outbreaks and their influence on secondary layer
assembly and the MG behavior be examined in upcoming
studies.
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