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The main contributions of this paper are stated as follows:
a) By rotation (reflection) transformation technique, a novel timeinvariant elliptic invariant set is constructed to determine the switching points of the discrete gain scheduling control.
b) Since T-H equations can be transformed into linear periodic system, the discrete gain scheduling control approach is chosen to make use for the periodicity of the system, i.e., the discrete parameters of this approach can preserve the periodicity of the solution of the periodic Riccati equation.
c) Different from the static gain scheduling control approach, the discrete gain scheduling control approach can improve the dynamic performance of the system under input saturation.
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Abstract This paper studies the discrete gain scheduling control design problem of elliptical orbit spacecraft rendezvous system with actuator saturation. Due to the presence of actuator saturation, the dynamic performance of the spacecraft rendezvous system degrades significantly. In order to improve the dynamic performance of the system, a discrete gain scheduling control approach is adopted to construct a group of time-invariant ellipsoidal invariant sets, which can be used to determine the switching points of the discrete gain scheduling control. By choosing some discrete parameter values, the discrete gain scheduling control is obtained from a solution of a periodic Riccati matrix differential equation. Under the control obtained, the dynamic performance of the system is much improved while accomplishing successfully the rendezvous mission of the spacecraft. Finally, a practical example is provided to show the effectiveness of the proposed control design approach.
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## 1 | INTRODUCTION

Spacecraft rendezvous has been regarded as an important mission in aerospace engineering such as space stations, space laboratories, space communication and remote sensing platforms. Successful rendezvous is a precondition for many space missions, including interception, rescue, repair, docking, large-scale structure assembly and satellite networking. During the past few decades, many spacecraft rendezvous control problems have been studied based on linear time-invariant Hill-Clohessy-Wiltshire (H-C-W) equations ${ }^{[1]}$. However, results on linear time-varying TschaunerHempel (T-H) equations ${ }^{[2]}$ are rare. This is mainly because T-H equations has the time-varying features such that the spacecraft rendezvous control problems are much more complicated. This is the motivation for the study being carried out in this paper.

Due to the limitation of thrust equipment and limited engine power, no real actuator can provide unlimited control force ${ }^{[31455}$. Thus, there is always input saturation in the spacecraft rendezvous system. If the input saturation in the control design is ignored, it may cause system performance to deteriorate, and in the worst case the system may become unstable. Hence, it is necessary to take into account input saturation in the spacecraft rendezvous system. Many advanced approaches have been used to study spacecraft rendezvous control problems with input satuation.
http://mc.manuscriptcentral.com/rnc-wiley

For example, the linear matrix inequality (LMI) approach was applied in References ${ }^{\frac{61788}{18}}$ to solve the robust $H_{\infty}$ control problem of spacecraft rendezvous system with input constraint. An adaptive sliding mode control approach was proposed in Reference ${ }^{99}$ to study the maneuver of spacecraft rendezvous with input saturation, where system parameters are unknown. In Reference ${ }^{10}$, a robust composite nonlinear feedback control approach was utilized to design an orbital controller for the spacecraft rendezvous system under the conditions of parameter uncertainty, external disturbances, and input saturation. In References ${ }^{\sqrt{11112113114}}$, the periodic Lyapunov equation approach was applied to solve the spacecraft rendezvous control problem with control constraints. In Reference ${ }^{\sqrt{15}}$, the periodic Riccati equation approach was utilized to accomplish elliptical spacecraft rendezvous under control magnitude constraints and energy saturation. It is noted that the results obtained under input saturation mentioned above show that the dynamic performance of the spacecraft rendezvous system will deteriorate in the presence of input saturation. Therefore, the control design strategy is of great importance to improve the dynamic performance of the input-saturated spacecraft rendezvous system. This is the main motivation of this paper.

The gain scheduling control approach is one of the most important nonlinear control approach. This approach includes the static gain scheduling control approach, the continuous gain scheduling control approach and the discrete gain scheduling control approach. These approaches have been widely employed in the study of input-saturated spacecraft rendezvous system. For example, a static gain scheduling control approach was used in Reference ${ }^{\sqrt{16}}$ to design the static gain control for the spacecraft rendezvous system subject to input saturation. Note that although the static gain scheduling control can satisfy input saturation requirement, the dynamic performance of the spacecraft rendezvous system can be less satisfactory. In order to solve this problem, a continuous gain scheduling control approach is utilized in Reference ${ }^{\sqrt{177}}$ to enhance ${ }^{177181192002122]}$ the dynamic performance of the spacecraft rendezvous system subject to input saturation. In addition, a discrete gain scheduling control approach was also adopted in References ${ }^{\sqrt{18119202122]}}$ to improve the dynamic performance of the spacecraft rendezvous system with input saturation. From the above literature, it appears that the dynamic (continuous and discrete) gain scheduling control approach has only been applied to improve the dynamic performance of the spacecraft rendezvous system described by H-CW equations. However, this approach cannot be applied directly to the spacecraft rendezvous system described by T-H equations due to its time-varying characteristics. This paper aims to study how to apply this approach to the spacecraft rendezvous problem described by T-H equations.
In nonlinear control theory, invariant set is a very important concept, which is usually characterized by the level set of Lyapunov function. Since the domain of attraction of a nonlinear system cannot be accurately described, invariant set can be used to estimate the domain of attraction of a nonlinear system ${ }^{[2324125]}$. For example, it has been applied to estimate the domain of attraction of a spacecraft rendezvous system. For the time-invariant H-C-W equations under input saturation, it is easy to obtain directly an invariant set through the level set of the Lyapunov function. However, for the time-varying T-H equations under input saturation, direct construction of an invariant set from the level set of the Lyapunov function is not possible due to the time-varying characteristics of T-H equations. The aim of this paper is to develop a novel approach to construct an invariant set such that a dynamic gain scheduling control can be designed which will then be used to design a state feedback control to improve the dynamic performance of the elliptical orbit rendezvous under input saturation.

The main contributions of this paper are stated as follows: (i) Since T-H equations can be transformed into linear periodic system, the periodicity of the system can be used to design the required discrete gain scheduling control. Note that the discrete parameters of discrete gain scheduling control approach can preserve the periodicity of the solution of the periodic Riccati equation. (ii) Different from the discrete gain scheduling control design for the time-invariant H-C-W equations under input saturation, this paper constructs new time-varying elliptic sets not indirectly obtained from the level set of the Lyapunov function. With these new time-varying elliptic sets, some novel time-invariant elliptic invariant sets are constructed through the use of the rotation (reflection) transformation technique. These time-invariant elliptic invariant sets are then used to determine the switching points of the discrete gain scheduling control. These contributions are practically important and technically rather interesting. (iii) Compared with the static gain scheduling control approach, the discrete gain scheduling control approach can much improve the dynamic performance of the system under input saturation.

The rest of this paper is organized as follows. In Section 2. T-H equations are transformed into linear periodic system, and the spacecraft rendezvous problem is formulated. In Section 3, some preliminary results are presented. On this basis, the main results are presented in Section 4 which include the construction of invariant sets and the
http://mc.manuscriptcentral.com/rnc-wiley
design of the discrete gain scheduling control for accomplishing the rendezvous mission of the spacecraft. In Section 5. an illustrative example is considered and solved, showing the effectiveness of the proposed method. Finally, some concluding remarks are made in Section 6 .

## 2 | PROBLEM FORMULATION

The spacecraft rendezvous process is depicted in Figure 1


FIGURE 1 Spacecraft rendezvous process

Assume that the target spacecraft is moving along an eccentric orbit. The coordinate frame in our study is a rotating inertial coordinate, where the origin is at the mass center of the target spacecraft. The $x$-axis direction is from the earth center to the mass center of the target spacecraft, the $y$-axis is the moving direction of the target spacecraft on the eccentric orbit, and the $z$-axis is obtained by taking the cross product $x \times y$.

Let $e \in[0,1)$ be the eccentricity of the eccentric orbit, and $\theta$ be the true anomaly. Then, $\dot{\theta}=k^{2} \rho^{2}(\theta)$, where $\rho(\theta)=1+e \cos \theta$, and $k$ is a constant. Suppose that the target spacecraft and chaser spacecraft are adjacent, i.e, the distance between the target spacecraft and the chaser spacecraft is much smaller than the distance between the mass center of the target spacecraft and the earth center. Then, the relative dynamic model is described by the following T-H equations:

$$
\left[\begin{array}{c}
\ddot{x}(t)  \tag{2.1}\\
\ddot{y}(t) \\
\ddot{z}(t)
\end{array}\right]=\left[\begin{array}{c}
2 k \dot{\theta}^{3 / 2} x(t)+2 \dot{\theta} \dot{y}(t)+\dot{\theta}^{2} x(t)+\ddot{\theta} y(t) \\
-k \dot{\theta}^{3 / 2} y(t)-2 \dot{\theta} \dot{x}(t)+\dot{\theta}^{2} y(t)-\ddot{\theta} x(t) \\
-k \dot{\theta}^{3 / 2} z(t)
\end{array}\right]+\operatorname{sat}_{\omega}(u(t))
$$

where $[x(t), y(t), z(t)]$ represents the relative position, $[\dot{x}(t), \dot{y}(t), \dot{z}(t)]$ and $[\ddot{x}(t), \ddot{y}(t), \ddot{z}(t)]$ denote, respectively, the first order derivative and the second order derivative of $[x(t), y(t), z(t)]$ with respect to $t$, and $u(t)=\left[u_{1}(t), u_{2}(t), u_{3}(t)\right]^{T}$ is the acceleration vector of the chaser spacecraft, and $\operatorname{sat}_{\omega}(u(t))=\left[\operatorname{sat}_{\omega}\left(u_{1}(t)\right), \operatorname{sat}_{\omega}\left(u_{2}(t)\right), \operatorname{sat}_{\omega}\left(u_{3}(t)\right)\right]^{T}, \operatorname{sat}_{\omega}\left(u_{i}(t)\right)$ is defined in ${ }^{26}$ as follows:

$$
\operatorname{sat}_{\omega}\left(u_{i}(t)\right)= \begin{cases}\omega, & u_{i}(t)>\omega \\ u_{i}(t), & \left|u_{i}(t)\right| \leq \omega, i=1,2,3 \\ -\omega, & u_{i}(t)<-\omega\end{cases}
$$

Denote

$$
\zeta(t)=[x(t), y(t), z(t), \dot{x}(t), \dot{y}(t), \dot{z}(t)]^{\mathrm{T}}
$$

Then, (2.1) can be reduced to the following first order linear system:

$$
\begin{equation*}
\dot{\zeta}(t)=\mathbb{A}(t) \zeta(t)+\mathbb{B}(t) \operatorname{sat}_{\omega}(u(t)) \tag{2.2}
\end{equation*}
$$

where

$$
\mathbb{A}(t)=\left[\begin{array}{cc}
0_{3} & I_{3} \\
\mathbb{A}_{1}(t) & \mathbb{A}_{2}(t)
\end{array}\right], \mathbb{B}(t)=\left[\begin{array}{c}
0_{3} \\
I_{3}
\end{array}\right]
$$

and

$$
\mathbb{A}_{1}(t)=\left[\begin{array}{ccc}
\dot{\theta}^{2}+2 k \dot{\theta}^{3 / 2} & \ddot{\theta} & 0 \\
-\ddot{\theta} & \dot{\theta}^{2}-k \dot{\theta}^{3 / 2} & 0 \\
0 & 0 & -k \dot{\theta}^{3 / 2}
\end{array}\right], \mathbb{A}_{2}(t)=\left[\begin{array}{ccc}
0 & 2 \dot{\theta} & 0 \\
-2 \dot{\theta} & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

For simplicity purpose, the true anomaly $\theta$ is chosen as an independent variable, $\xi^{\prime}(\theta)$ represents the derivative of $\xi(\theta)$ with respect to $\theta$. Let $\boldsymbol{x}(\theta)$ and $\boldsymbol{u}(\theta)$ be, respectively, the new state vector and the control vector defined below:

$$
\begin{equation*}
\boldsymbol{x}(\theta)=T(\theta) \zeta(t), \boldsymbol{u}(\theta)=u(t) \tag{2.3}
\end{equation*}
$$

where

$$
T(\theta)=\left[\begin{array}{cc}
\rho(\theta) I_{3} & 0 \\
-e \sin \theta I_{3} & \frac{1}{k^{2} \rho(\theta)} I_{3}
\end{array}\right]
$$

Then, system 2.2 can be transformed into the following linear $2 \pi$-periodic system:

$$
\begin{equation*}
\boldsymbol{x}^{\prime}(\theta)=A(\theta) \boldsymbol{x}(\theta)+B(\theta) \operatorname{sat}_{\omega}(\boldsymbol{u}(\theta)) \tag{2.4}
\end{equation*}
$$

where $A(\theta), B(\theta)$ are given, respectively, by

$$
\begin{align*}
& A(\theta)=\left[\begin{array}{cc}
0_{3} & I_{3} \\
A_{1}(\theta) & A_{2}(\theta)
\end{array}\right], B(\theta)=\frac{1}{k^{4} \rho^{3}(\theta)}\left[\begin{array}{l}
0_{3} \\
I_{3}
\end{array}\right]  \tag{2.5a}\\
& A_{1}(\theta)=\left[\begin{array}{ccc}
\frac{3}{\rho(\theta)} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right], A_{2}(\theta)=\left[\begin{array}{ccc}
0 & 2 & 0 \\
-2 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \tag{2.5b}
\end{align*}
$$

Now, the spacecraft rendezvous control problem can be stated as follows: For system (2.4) under input saturation, find a discrete gain scheduling state feedback control in the form given below:

$$
\left\{\begin{array}{llll}
\boldsymbol{u}\left(\theta, \varepsilon_{k-1}\right)=-F\left(\theta, \varepsilon_{k-1}\right) \boldsymbol{x}(\theta), & \boldsymbol{x}(\theta) \in O\left(\Lambda_{\max }\left(\varepsilon_{k-1}\right)\right) \backslash O\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right), & \theta \in\left[\Theta_{k-1}, \Theta_{k}\right), & k \in \mathbf{I}[1, N]  \tag{2.6}\\
\boldsymbol{u}\left(\theta, \varepsilon_{N}\right)=-F\left(\theta, \varepsilon_{N}\right) \boldsymbol{x}(\theta), & \boldsymbol{x}(\theta) \in O\left(\Lambda_{\max }\left(\varepsilon_{N}\right)\right), & \theta \in\left[\Theta_{N},+\infty\right) &
\end{array}\right.
$$

such that the closed-loop spacecraft rendezvous system is asymptotically stable within any given bounded domain of attraction, where 2.6 is defined by (4.12).

## 3 | PRELIMINARIES

Lemma 1 (Zheng and Miao ${ }^{[27}$ ). Let $A \in R^{n \times n}, B \in R^{n \times n}$. Then, $A B$ and $B A$ have the same eigenvalues.
Lemma 2 (Harris and Martin ${ }^{[28}$ ). Let $A=\left(a_{i j}\right) \in R^{n \times n}$, and let $\lambda(A)$ be an eigenvalue of $A$. Then, $\lambda(A)$ varies continuously as a function of elements $a_{i j}, i, j \in \mathbf{I}[1, n]$.

Lemma 3 (Cauchy Interlace Theorem ${ }^{29}$ ). Let $A$ be an $n$-th order symmetric matrix, and let $B$ be an $m$-th order principal sub-matrix of $A$. Suppose that the eigenvalues of $A$ and $B$ are listed as $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ and $\mu_{1} \leq \mu_{2} \leq$ $\cdots \leq \mu_{m}$, respectively. Then, $\lambda_{k} \leq \mu_{n-m+k} \leq \lambda_{n-m+k}, \quad k \in \mathbf{I}[1, m]$.
Lemma 4 (Courant-Fisher min-max Theorem ${ }^{(30}$ ). Let $A \in R^{n \times n}$ be a real symmetric matrix, and let $\lambda_{1} \leq \lambda_{2} \leq$ $\cdots \leq \lambda_{n}$ be the $n$ eigenvalues of $A$. Then,

$$
\lambda_{j}=\min _{\operatorname{dim}(U)=j} \max _{x \in U,|x|=1} x^{T} A x, \quad j \in \mathbf{I}[1, n]
$$

Lemma 5 (Zhou and Lin and Duan ${ }^{[12}$ ). For system 2.4 , where $A(\theta)$ and $B(\theta)$ are, respectively, defined by 2.5 a and 2.5 b , consider the periodic Riccati equation

$$
\begin{equation*}
-P^{\prime}(\theta)=A^{\mathrm{T}}(\theta) P(\theta)+P(\theta) A(\theta)-P(\theta) B(\theta) R^{-1}(\theta) B^{\mathrm{T}}(\theta) P(\theta)+\varepsilon P(\theta) \tag{3.1}
\end{equation*}
$$

where $R(\theta)>0$ is a given $2 \pi$-periodic matrix, and $\varepsilon \in(0,+\infty)$. Then,
(i) Equation (3.1) has a unique positive definite $2 \pi$-periodic solution $P(\theta, \varepsilon)$, and the following periodic Lyapunov equation

$$
W^{\prime}(\theta)=W(\theta) A^{T}(\theta, \varepsilon)+A(\theta, \varepsilon) W(\theta)-B(\theta) R^{-1}(\theta) B^{T}(\theta)
$$ has a unique periodic positive definite solution $W(\theta, \varepsilon)=P^{-1}(\theta, \varepsilon)$.

(ii) Let $P(\theta, \varepsilon)$ be the $2 \pi$-periodic definite solution of 3.1. Then, the periodic linear state feedback control for system 2.4 is $u(\theta)=K(\theta) \boldsymbol{x}(\theta)$, where $K(\theta)=-R^{-1}(\theta) B^{T}(\theta) P(\theta)$.
(iii) $P(\theta, \varepsilon)$ is monotonically increasing with respect to $\varepsilon$, and $\lim _{\varepsilon \rightarrow 0^{+}} P(\theta, \varepsilon)=0, \forall \theta \in\left[\theta_{0},+\infty\right)$.

## 4 | MAIN RESULTS

## 4.1 | Construction of invariant sets

For the positive definite $2 \pi$-periodic solution $P(\theta, \varepsilon)$ of (3.1), there exists an $n$-th order orthogonal matrix $Q(\theta, \varepsilon)$ such that

$$
P(\theta, \varepsilon)=Q^{\top}(\theta, \varepsilon) \Lambda(\theta, \varepsilon) Q(\theta, \varepsilon)
$$

where

$$
\Lambda(\theta, \varepsilon)=\operatorname{diag}\left\{\lambda_{1}(\theta, \varepsilon), \cdots, \lambda_{n}(\theta, \varepsilon)\right\}
$$

and

$$
\lambda_{1}(\theta, \varepsilon) \geq \lambda_{2}(\theta, \varepsilon) \geq \cdots \geq \lambda_{n}(\theta, \varepsilon)>0
$$

From $\lim _{\varepsilon \rightarrow 0^{+}} P(\theta, \varepsilon)=0$ in Lemma 5, it follows that

$$
\lim _{\varepsilon \rightarrow 0^{+}} \sum_{j=1}^{n} \lambda_{j}(\theta, \varepsilon)=\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{tr}(P(\theta, \varepsilon))=0
$$

This means that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \lambda_{j}(\theta, \varepsilon)=0, j \in \mathbf{I}[1, n] \tag{4.1}
\end{equation*}
$$

Note that $P(\theta, \varepsilon)$ is the positive definite solution of 3.1 with period $2 \pi$, i.e., $P(\theta+2 \pi, \varepsilon)=P(\theta, \varepsilon), \forall \theta \in\left[\theta_{0},+\infty\right)$. Thus, $P(\theta, \varepsilon)$ is a differentiable function of $\theta$, and it is also continuous on $[0,2 \pi]$. According to Lemma $2, \lambda_{j}(\theta, \varepsilon), j \in$ $\mathbf{I}[1, n]$, are continuous functions of elements of $P(\theta, \varepsilon)$. Since the interval for the continuous functions is closed and bounded, $\lambda_{j}(\theta, \varepsilon)$ for each $j \in \mathbf{I}[1, n]$ admits its maximum and minimum values on $[0,2 \pi]$, i.e.,

$$
\begin{equation*}
\hat{\lambda}_{j}(\varepsilon)=\max _{\theta \in[0,2 \pi]} \lambda_{j}(\theta, \varepsilon), \forall j \in \mathbf{I}[1, n] \tag{4.2}
\end{equation*}
$$

From 4.1, 4.2 and $P(\theta, \varepsilon)>0$, it is easy to deduce that $\hat{\lambda}_{j}(\varepsilon)>0$, and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \hat{\lambda}_{j}(\varepsilon)=0, \forall j \in \mathbf{I}[1, n] \tag{4.3}
\end{equation*}
$$

Let

$$
\hat{P}(\theta, \varepsilon)=Q^{\top}(\theta, \varepsilon) \hat{\Lambda}(\varepsilon) Q(\theta, \varepsilon)
$$

where

$$
\hat{\Lambda}(\varepsilon)=\operatorname{diag}\left\{\hat{\lambda}_{1}(\varepsilon), \cdots, \hat{\lambda}_{n}(\varepsilon)\right\}
$$

Then

$$
\begin{equation*}
0<P(\theta, \varepsilon) \leq \hat{P}(\theta, \varepsilon) \tag{4.4}
\end{equation*}
$$

Combining 4.3 with the boundedness of the orthogonal matrix $Q(\theta, \varepsilon)$, we have

$$
\lim _{\varepsilon \rightarrow 0^{+}} \hat{P}(\theta, \varepsilon)=0
$$

Let

$$
\begin{equation*}
S_{N}=\left\{\varepsilon_{0}, \varepsilon_{1}, \cdots, \varepsilon_{N}\right\}, \quad 0<\varepsilon_{0}<\varepsilon_{1}<\cdots<\varepsilon_{N} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\max }\left(\theta, \varepsilon_{k}\right)=Q^{\top}\left(\theta, \varepsilon_{k}\right) \Lambda_{\max }\left(\varepsilon_{k}\right) Q\left(\theta, \varepsilon_{k}\right), \quad \Lambda_{\max }\left(\varepsilon_{k}\right)=\hat{\rho} \hat{\lambda}_{1}\left(\varepsilon_{k}\right) \hat{\Lambda}\left(\varepsilon_{k}\right) \tag{4.6}
\end{equation*}
$$

where $\hat{\rho}=k^{8}(1+e)^{6}$. For $\varepsilon_{k}>0$ and $k \in \mathbf{I}[0, N]$, define

$$
\begin{gather*}
O_{\omega}\left(P\left(\theta, \varepsilon_{k}\right)\right)=\left\{x: \hat{\rho} \hat{\lambda}_{1}\left(\varepsilon_{k}\right) x^{T} P\left(\theta, \varepsilon_{k}\right) x \leq \omega^{2}\right\}  \tag{4.7}\\
O_{\omega}\left(P_{\max }\left(\theta, \varepsilon_{k}\right)\right)=\left\{x: x^{T} P_{\max }\left(\theta, \varepsilon_{k}\right) x \leq \omega^{2}\right\} \tag{4.8}
\end{gather*}
$$

and

From (4.4), it is easy to see that

$$
\begin{equation*}
O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right)=\left\{x: x^{T} \Lambda_{\max }\left(\varepsilon_{k}\right) x \leq \omega^{2}\right\} \tag{4.9}
\end{equation*}
$$

$$
\begin{equation*}
O_{\omega}\left(P_{\max }\left(\theta, \varepsilon_{k}\right)\right) \subseteq O_{\omega}\left(P\left(\theta, \varepsilon_{k}\right)\right) \tag{4.10}
\end{equation*}
$$

When $\operatorname{det}\left(Q\left(\theta, \varepsilon_{k}\right)\right)=1$, each element of $A$ on the boundary of $O_{\omega}\left(P_{\max }\left(\theta, \varepsilon_{k}\right)\right)$ is rotated to be $A^{\prime}$ on the boundary of $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right)$. When $\operatorname{det}\left(Q\left(\theta, \varepsilon_{k}\right)\right)=-1$, each element of $A$ on the boundary of $O_{\omega}\left(P_{\max }\left(\theta, \varepsilon_{k}\right)\right)$ is first rotated to be $A^{\prime}$, and then reflected to be $A^{\prime \prime}$ on the boundary of $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right)$. From the two cases discussed above, it is clear that $O_{\omega}\left(P_{\max }\left(\theta, \varepsilon_{k}\right)\right)$ can be transformed into $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right)$, i.e., each element of the two sets $O_{\omega}\left(P_{\max }\left(\theta, \varepsilon_{k}\right)\right)$ and $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right)$ has a one-to-one corresponding relationship. The orthogonal transformation process can be described as shown in Figure 2 .

$\operatorname{det}(\mathrm{Q})=-1$


FIGURE 2 Orthogonal transformation process

For a given $\theta \in[0,2 \pi], P(\theta, \varepsilon)$ is monotonically increasing with respect to $\varepsilon$, meaning that

$$
\begin{equation*}
P\left(\theta, \varepsilon_{k-1}\right)<P\left(\theta, \varepsilon_{k}\right), k \in \mathbf{I}[1, N] \tag{4.11}
\end{equation*}
$$

According to Lemma 4, it follows that

$$
\begin{aligned}
\lambda_{j}\left(\theta, \varepsilon_{k-1}\right) & =\min _{\operatorname{dim}(U)=j} \max _{x \in U,|x|=1} x^{T} P\left(\theta, \varepsilon_{k-1}\right) x \\
& <\min _{\operatorname{dim}(U)=j} \max _{x \in U,|x|=1} x^{T} P\left(\theta, \varepsilon_{k}\right) x \\
& =\lambda_{j}\left(\theta, \varepsilon_{k}\right), \quad k \in \mathbf{I}[1, N], \quad j \in \mathbf{I}[1, n]
\end{aligned}
$$

This, together with 4.2 , yields

$$
\hat{\lambda}_{j}\left(\varepsilon_{k-1}\right)<\hat{\lambda}_{j}\left(\varepsilon_{k}\right), \quad k \in \mathbf{I}[1, N], \quad j \in \mathbf{I}[1, n]
$$
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It is clear that

$$
\Lambda_{\max }\left(\varepsilon_{k-1}\right)<\Lambda_{\max }\left(\varepsilon_{k}\right), \quad k \in \mathbf{I}[1, N]
$$

Thus, the corresponding ellipsoids $O_{\omega}\left(\Lambda_{\max }\left(\theta, \varepsilon_{k}\right)\right), k \in \mathbf{I}[0, N]$, defined above are nested, i.e.,

$$
O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{0}\right)\right) \supset O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{1}\right)\right) \supset \cdots \supset O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{N-1}\right)\right) \supset O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{N}\right)\right)
$$

According to $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right), k \in \mathbf{I}[0, N]$, the switching points of the discrete gain scheduling control are determined as follows: For any initial state $\boldsymbol{x}\left(\theta_{0}\right)$, it follows from (iii) of Lemma 5 there exists an $\varepsilon_{0}>0$ such that

$$
\boldsymbol{x}^{\top}\left(\theta_{0}\right) P_{\max }\left(\theta_{0}, \varepsilon_{0}\right) \boldsymbol{x}\left(\theta_{0}\right)=\omega^{2}
$$

This, together with (4.6), yields

$$
\boldsymbol{y}^{\top}\left(\theta_{0}\right) \Lambda_{\max }\left(\varepsilon_{0}\right) \boldsymbol{y}\left(\theta_{0}\right)=\omega^{2}
$$

where $\boldsymbol{y}\left(\theta_{0}\right)=Q\left(\theta_{0}, \varepsilon_{0}\right) \boldsymbol{x}\left(\theta_{0}\right)$, which lies on the boundary of the ellipsoid $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{0}\right)\right)$. Since the ellipsoidal set $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{0}\right)\right)$ is invariant and the Lyapunov function is decreasing, it follows that the vector $Q\left(\theta, \varepsilon_{0}\right) \boldsymbol{x}(\theta)$ will stay inside the ellipsoid $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{0}\right)\right)$ for $\theta \geq \theta_{0}$, and it will arrive on the boundary of the ellipsoid $O_{\omega}\left(Q\left(\theta_{1}, \varepsilon_{0}\right) P_{\max }\left(\theta_{1}, \varepsilon_{1}\right) Q^{\top}\left(\theta_{1}, \varepsilon_{0}\right)\right)$ in a finite time $\theta_{1}-\theta_{0}$, i.e.,

$$
\boldsymbol{x}^{\top}\left(\theta_{1}\right) P_{\max }\left(\theta_{1}, \varepsilon_{1}\right) \boldsymbol{x}\left(\theta_{1}\right)=\omega^{2}
$$

This, together with (4.6), yields

$$
\boldsymbol{y}^{\top}\left(\theta_{1}\right) \Lambda_{\max }\left(\varepsilon_{1}\right) \boldsymbol{y}\left(\theta_{1}\right)=\omega^{2}
$$

where $\boldsymbol{y}\left(\theta_{1}\right)=Q\left(\theta_{1}, \varepsilon_{1}\right) \boldsymbol{x}\left(\theta_{1}\right)$, which lies on the boundary of the ellipsoid $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{1}\right)\right)$. Similar to the above switching point $\theta_{1}$, the switching point $\theta_{k}$ can also be detemined as follows: For a given $\varepsilon_{k-1}, k \in \mathbf{I}[1, N]$, the vector $Q\left(\theta_{k-1}, \varepsilon_{k-1}\right) \boldsymbol{x}\left(\theta_{k-1}\right)$ is on the boundary of the ellipsoid $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k-1}\right)\right)$, i.e.,

$$
\boldsymbol{x}^{\top}\left(\theta_{k-1}\right) P_{\max }\left(\theta_{k-1}, \varepsilon_{k-1}\right) \boldsymbol{x}\left(\theta_{k-1}\right)=\omega^{2}
$$

According to the relationship (4.6) between $P_{\max }\left(\theta_{k-1}, \varepsilon_{k-1}\right)$ and $\Lambda_{\max }\left(\varepsilon_{k-1}\right)$, it follows that

$$
\boldsymbol{y}^{\top}\left(\theta_{k-1}\right) \Lambda_{\max }\left(\varepsilon_{k-1}\right) \boldsymbol{y}\left(\theta_{k-1}\right)=\omega^{2}
$$

where $\boldsymbol{y}\left(\theta_{k-1}\right)=Q\left(\theta_{k-1}, \varepsilon_{k-1}\right) \boldsymbol{x}\left(\theta_{k-1}\right)$, which lies on the boundary of the ellipsoid $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k-1}\right)\right)$. Since the ellipsoidal set $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k-1}\right)\right)$ is invariant and the Lyapunov function is decreasing, it follows that the vector $Q\left(\theta, \varepsilon_{k-1}\right) \boldsymbol{x}(\theta)$ will stay inside the ellipsoid $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k-1}\right)\right)$ for $\theta \geq \theta_{k-1}$, and it will arrive on the boundary of the ellipsoid $O_{\omega}\left(Q\left(\theta_{k}, \varepsilon_{k-1}\right) P_{\max }\left(\theta_{k}, \varepsilon_{k}\right) Q^{T}\left(\theta_{k}, \varepsilon_{k-1}\right)\right)$ in a finite time $\theta_{k}-\theta_{k-1}$, i.e.,

$$
\begin{gathered}
\boldsymbol{x}^{\top}\left(\theta_{k}\right) P_{\max }\left(\theta_{k}, \varepsilon_{k}\right) \boldsymbol{x}\left(\theta_{k}\right)=\omega^{2} \\
\boldsymbol{y}^{\top}\left(\theta_{k}\right) \Lambda_{\max }\left(\varepsilon_{k}\right) \boldsymbol{y}\left(\theta_{k}\right)=\omega^{2}
\end{gathered}
$$

This, together with 4.6), yields
where $\boldsymbol{y}\left(\theta_{k}\right)=Q\left(\theta_{k}, \varepsilon_{k}\right) \boldsymbol{x}\left(\theta_{k}\right)$, which lies on the boundary of the ellipsoid $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right)$. From the above switching process, it can be seen that the state $Q\left(\theta_{k}, \varepsilon_{k}\right) \boldsymbol{x}\left(\theta_{k}\right)$ will gradually approach to the original as $k$ increases. Therefore, if the vector $Q\left(\theta, \varepsilon_{k}\right) \boldsymbol{x}(\theta)$ is inside the ellipsoid $O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right)$ for $\theta \in\left(\theta_{k}, \theta_{k+1}\right)$, then the convergence speed of $Q\left(\theta, \varepsilon_{k}\right) \boldsymbol{x}(\theta)$ will increase as $k$ increases. Since $\left\|Q\left(\theta, \varepsilon_{k}\right) \boldsymbol{x}(\theta)\right\|=\|\boldsymbol{x}(\theta)\|$, the convergence speed of the state of the closed-loop system will increase as $k$ increases. Thus, the dynamic performance of the closed-loop system can be enhanced by increasing the convergence speed of the state, which is the main virtue of the discrete gain scheduling control approach. The gain scheduling process discussed above can be intuitively described as in Figure 3 , where the switching points $\boldsymbol{y}\left(\theta_{k}\right), k \in \mathbf{I}[1, N]$, of the discrete gain scheduling control are determined through the use of Algorithm A in Remark 3 to be stated below.

Remark 1. For the time-invariant H-C-W equations with input saturation, some ellipsoidal sets can be obtained from the level set of the Lyapunov function, and they are time-invariant and inclusive (see References ${ }^{17 / 18|19| 20|21| 22 \mid}$ ). However, for the time-varying T-H equations with input saturation, if some ellipsoidal sets 4.7 are constructed directly from the level set of the Lyapunov function, then these ellipsoidal sets are time-varying, and may not be inclusive. Thus, the determination of the switching points of the discrete gain scheduling controller from these ellipsoidal sets will not be possible. In order to overcome these difficulties, some novel ellipsoidal sets 4.8) are required to be constructed such that 4.10 is satisfied. Now, based on 4.8), we shall construct some time-invariant ellipsoidal


FIGURE 3 Switch points of control and state trajectories
invariant sets 4.9) through the novel application of the rotation (reflection) transformation. These time-invariant ellipsoidal invariant sets are defined by $\sqrt[4.9]{ }$, and they can be used to determine the switching points of the discrete gain scheduling controller. Compared with the previous work, the construction of these time-invariant ellipsoidal invariant sets of this paper is practically important and technically nontrivial.

### 4.2 Discrete gain scheduling control design

Theorem 1. Consider system (2.4), where $A(\theta)$ and $B(\theta)$ are, respectively, defined by 2.5a) and 2.5b). Let $P(\theta, \varepsilon)$ be a unique positive definite $2 \pi$-periodic solution of equation 3.1 . Then, under the following discrete gain scheduling state feedback control

$$
\begin{cases}\boldsymbol{u}_{k-1}=-R^{-1}(\theta) B^{T}(\theta) P\left(\theta, \varepsilon_{k-1}\right) \boldsymbol{x}(\theta), & \boldsymbol{x}(\theta) \in \Xi\left(\varepsilon_{k-1}, \varepsilon_{k}\right), \quad \theta \in\left[\Theta_{k-1}, \Theta_{k}\right), \quad k \in \mathbf{I}[1, N]  \tag{4.12}\\ \boldsymbol{u}_{N}=-R^{-1}(\theta) B^{T}(\theta) P\left(\theta, \varepsilon_{N}\right) \boldsymbol{x}(\theta), & \boldsymbol{x}(\theta) \in O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{N}\right)\right), \\ \theta \in\left[\Theta_{N},+\infty\right) & \end{cases}
$$

the resulting input saturated closed-loop system 2.4 is asymptotically stable, and the domain of attraction of the closed-loop system is contained in a given arbitrary set $\Omega$, where

$$
\begin{gathered}
\Xi\left(\varepsilon_{k-1}, \varepsilon_{k}\right)=O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k-1}\right)\right) \backslash O_{\omega}\left(\Lambda_{\max }\left(\varepsilon_{k}\right)\right), \quad k \in \mathbf{I}[1, N] \\
\Theta_{k-1} \leq \frac{1}{\varepsilon_{k-1}} \ln \left[\frac{\hat{\lambda}_{1}^{2}\left(\varepsilon_{k}\right)}{\hat{\rho} \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \check{\lambda}_{6}\left(\varepsilon_{k-1}\right)}\right], \quad k \in \mathbf{I}[1, N]
\end{gathered}
$$

and

$$
\begin{equation*}
R(\theta)=\frac{1}{k^{8} \rho^{6}(\theta)} I_{3} \tag{4.13}
\end{equation*}
$$

Proof : Let

$$
P(\theta, \varepsilon)=\left[\begin{array}{ll}
P_{11}(\theta, \varepsilon) & P_{12}(\theta, \varepsilon) \\
P_{12}^{T}(\theta, \varepsilon) & P_{22}(\theta, \varepsilon)
\end{array}\right]
$$

According to $B(\theta)$ in 2.5a and $R(\theta)$ in 4.13, we have

$$
R^{-1}(\theta) B^{T}(\theta) P(\theta, \varepsilon) B(\theta) R^{-1}(\theta)=k^{8} \rho^{6}(\theta) P_{22}(\theta, \varepsilon)
$$

From Lemma 3, it follows that

$$
\lambda_{\max }\left(P_{22}(\theta, \varepsilon)\right) \leq \lambda_{\max }(P(\theta, \varepsilon))
$$

which means that

$$
\begin{equation*}
\lambda_{\max }\left(R^{-1}(\theta) B^{T}(\theta) P(\theta, \varepsilon) B(\theta) R^{-1}(\theta)\right) \leq \lambda_{\max }\left(k^{8} \rho^{6}(\theta) P(\theta, \varepsilon)\right) \tag{4.14}
\end{equation*}
$$

Define:

$$
\Omega_{k}:=\left\{\boldsymbol{x}:\left|R^{-1}(\theta) B^{T}(\theta) P\left(\theta, \varepsilon_{k}\right) \boldsymbol{x}\right| \leq \omega, \quad k \in \mathbf{I}[0, N]\right\}
$$

By Lemma 1 and 4.14, we obtain

$$
\begin{align*}
\left\|R^{-1}(\theta) B(\theta) P\left(\theta, \varepsilon_{k}\right) \boldsymbol{x}\right\|^{2} & =\boldsymbol{x}^{T} P\left(\theta, \varepsilon_{k}\right) B(\theta) R^{-2}(\theta) B^{T}(\theta) P\left(\theta, \varepsilon_{k}\right) \boldsymbol{x} \\
& \leq \boldsymbol{x}^{T} P^{\frac{1}{2}}\left(\theta, \varepsilon_{k}\right) \lambda_{\max }\left(P^{1 / 2}\left(\theta, \varepsilon_{k}\right) B(\theta) R^{-2}(\theta) B^{T}(\theta) P^{1 / 2}\left(\theta, \varepsilon_{k}\right)\right) P^{\frac{1}{2}}\left(\theta, \varepsilon_{k}\right) \boldsymbol{x} \\
& \leq \lambda_{\max }\left(R^{-1}(\theta) B^{T}(\theta) P\left(\theta, \varepsilon_{k}\right) B(\theta) R^{-1}(\theta)\right) \boldsymbol{x}^{T} P\left(\theta, \varepsilon_{k}\right) \boldsymbol{x} \\
& \leq \lambda_{\max }\left(R^{-1}(\theta) B^{T}(\theta) \hat{P}\left(\theta, \varepsilon_{k}\right) B(\theta) R^{-1}(\theta)\right) \boldsymbol{x}^{T} P\left(\theta, \varepsilon_{k}\right) \boldsymbol{x}  \tag{4.15}\\
& \leq \lambda_{\max }\left(k^{8} \rho^{6}(\theta) \hat{P}\left(\theta, \varepsilon_{k}\right)\right) \boldsymbol{x}^{T} P\left(\theta, \varepsilon_{k}\right) \boldsymbol{x} \\
& \leq \hat{\rho} \hat{\lambda}_{1}\left(\varepsilon_{k}\right) \boldsymbol{x}^{T} \hat{P}\left(\theta, \varepsilon_{k}\right) \boldsymbol{x} \\
& =\boldsymbol{x}^{T} P_{\max }\left(\theta, \varepsilon_{k}\right) \boldsymbol{x} \\
& \leq \omega^{2}
\end{align*}
$$

By the definitions of $\Omega_{k}$ and $O_{\omega}\left(P_{\max }\left(\theta, \varepsilon_{k}\right)\right), k \in \mathbf{I}[0, N]$, it follows that $O_{\omega}\left(P_{\max }\left(\theta, \varepsilon_{k}\right)\right) \subseteq \Omega_{k}, \forall k \in \mathbf{I}[0, N]$. If $\boldsymbol{x} \in O_{\omega}\left(P_{\max }\left(\theta, \varepsilon_{k}\right)\right)$, then, $\boldsymbol{x} \in \Omega_{k}$. This implies that the nonlinear saturation control sat $(\boldsymbol{u}(\theta))$ of 2.4 can be simplified as the piecewise linear control given by 4.12. Furthermore $\|\boldsymbol{u}\|_{\infty} \leq \omega$.

Choose the following Lyapunov functional

$$
V_{k-1}(\boldsymbol{x}, \theta)=\hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{T} P\left(\theta, \varepsilon_{k-1}\right) \boldsymbol{x}
$$

Then,

$$
\begin{align*}
\frac{d V_{k-1}(\boldsymbol{x}, \theta)}{d \theta}= & \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right)\left(\boldsymbol{x}^{\prime}\right)^{T} P\left(\theta, \varepsilon_{k-1}\right) \boldsymbol{x}+\hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{T} P\left(\theta, \varepsilon_{k-1}\right) \boldsymbol{x}^{\prime} \\
& +\hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{T} \frac{\partial P(\theta, \varepsilon)}{\partial \theta} \boldsymbol{x} \\
= & \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{T}\left[A(\theta)-B(\theta) R^{-1}(\theta) B^{T}(\theta) P\left(\theta, \varepsilon_{k-1}\right)\right]^{T} P\left(\theta, \varepsilon_{k-1}\right) \boldsymbol{x} \\
& +\hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{T} P\left(\theta, \varepsilon_{k-1}\right)\left[A(\theta)-B(\theta) R^{-1}(\theta) B^{T}(\theta) P\left(\varepsilon_{k-1}, \theta\right)\right] \boldsymbol{x}  \tag{4.16}\\
& +\hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{T}\left[-A^{T}(\theta) P\left(\theta, \varepsilon_{k-1}\right)-P\left(\theta, \varepsilon_{k-1}\right) A(\theta)-\varepsilon_{k-1} P\left(\theta, \varepsilon_{k-1}\right)\right] \boldsymbol{x} \\
& +\hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{T} P\left(\theta, \varepsilon_{k-1}\right) B(\theta) R^{-1}(\theta) B^{T}(\theta) P\left(\theta, \varepsilon_{k-1}\right) \boldsymbol{x} \\
< & -\varepsilon_{k-1} \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{T} P\left(\theta, \varepsilon_{k-1}\right) \boldsymbol{x} \\
= & -\varepsilon_{k-1} V_{k-1}(\boldsymbol{x}, \theta)
\end{align*}
$$

From 4.16, it follows that

$$
\frac{d V_{k-1}(\boldsymbol{x}, \theta)}{d \theta}<0, \boldsymbol{x} \neq 0
$$

and
i.e.,

$$
\begin{gather*}
\frac{d V_{k-1}(\boldsymbol{x}, \theta)}{d \theta}<-\varepsilon_{k-1} V_{k-1}(\boldsymbol{x}, \theta) \\
\frac{d \ln \left(V_{k-1}(\boldsymbol{x}, \theta)\right)}{d \theta}<-\varepsilon_{k-1}, \boldsymbol{x} \neq 0 \tag{4.17}
\end{gather*}
$$

For $\theta \in\left[\theta_{k-1}, \theta_{k}\right)$, taking the integration of both sides of 4.17] from $\theta_{k-1}$ to $\theta$, we obtain

$$
V_{k-1}(\boldsymbol{x}(\theta), \theta) \leq V_{k-1}\left(\boldsymbol{x}\left(\theta_{k-1}\right), \theta_{k-1}\right) e^{-\varepsilon_{k-1}\left(\theta-\theta_{k-1}\right)}
$$

This, together with (4.4), yields

$$
\|\boldsymbol{x}(\theta)\| \leq\left\{\begin{array}{l}
\alpha_{k-1}^{\frac{1}{2}} e^{-\frac{\varepsilon_{k-1}}{2}\left(\theta-\theta_{k-1}\right)}\left\|\boldsymbol{x}\left(\theta_{k-1}\right)\right\|, \quad \theta \in\left[\theta_{k-1}, \theta_{k}\right) \\
\alpha_{N}^{\frac{1}{2}} e^{-\frac{\varepsilon_{N}}{2}\left(\theta-\theta_{N}\right)}\left\|\boldsymbol{x}\left(\theta_{N}\right)\right\|, \quad \theta \in\left[\theta_{N},+\infty\right)
\end{array}\right.
$$

where

$$
\alpha_{k}=\frac{\hat{\lambda}_{1}\left(\varepsilon_{k}\right)}{\check{\lambda}_{6}\left(\varepsilon_{k}\right)}, \quad k \in \mathbf{I}[1, N]
$$

Let

$$
\Theta_{k-1}=\theta_{k}-\theta_{k-1}
$$

Then

$$
\begin{aligned}
e^{-\varepsilon_{k-1} \Theta_{k-1}} \omega^{2} & =e^{-\varepsilon_{k-1} \Theta_{k-1}} \boldsymbol{y}^{\top}\left(\theta_{k-1}\right) \Lambda_{\max }\left(\varepsilon_{k-1}\right) \boldsymbol{y}\left(\theta_{k-1}\right) \\
& =e^{-\varepsilon_{k-1} \Theta_{k-1}} \boldsymbol{x}^{\top}\left(\theta_{k-1}\right) P_{\max }\left(\theta_{k-1}, \varepsilon_{k-1}\right) \boldsymbol{x}\left(\theta_{k-1}\right) \\
& \geq \hat{\rho} e^{-\varepsilon_{k-1} \Theta_{k-1}} \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{\top}\left(\theta_{k-1}\right) P\left(\theta_{k-1}, \varepsilon_{k-1}\right) \boldsymbol{x}\left(\theta_{k-1}\right) \\
& =\hat{\rho} e^{-\varepsilon_{k-1} \Theta_{k-1}} V_{k-1}\left[\boldsymbol{x}\left(\theta_{k-1}\right), \theta_{k-1}\right] \\
& \geq \hat{\rho} V_{k-1}\left[\boldsymbol{x}\left(\theta_{k}\right), \theta_{k}\right] \\
& =\hat{\rho} \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \boldsymbol{x}^{\top}\left(\theta_{k}\right) P\left(\theta_{k}, \varepsilon_{k-1}\right) \boldsymbol{x}\left(\theta_{k}\right) \\
& =\hat{\rho} \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right)\left[Q\left(\theta_{k}, \varepsilon_{k-1}\right) \boldsymbol{x}\left(\theta_{k}\right)\right]^{\top} \Lambda\left(\theta_{k}, \varepsilon_{k-1}\right) Q\left(\theta_{k}, \varepsilon_{k-1}\right) \boldsymbol{x}\left(\theta_{k}\right) \\
& \geq \frac{\hat{\rho} \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \grave{\lambda}_{6}\left(\varepsilon_{k-1}\right)}{\hat{\lambda}_{1}\left(\varepsilon_{k}\right)} \boldsymbol{y}^{T}\left(\theta_{k}\right) \Lambda_{\max }\left(\varepsilon_{k}\right) \boldsymbol{y}\left(\theta_{k}\right) \\
& =\frac{\hat{\rho} \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \check{\lambda}_{6}\left(\varepsilon_{k-1}\right)}{\hat{\lambda}_{1}^{2}\left(\varepsilon_{k}\right)} \omega^{2}
\end{aligned}
$$

Thus,

$$
\Theta_{k-1} \leq \frac{1}{\varepsilon_{k-1}} \ln \left[\frac{\hat{\lambda}_{1}^{2}\left(\varepsilon_{k}\right)}{\hat{\rho} \hat{\lambda}_{1}\left(\varepsilon_{k-1}\right) \check{\lambda}_{6}\left(\varepsilon_{k-1}\right)}\right]
$$

Remark 2. From the proof of Theorem 1, it can be seen that the discrete gain scheduling state feedback control 4.12 is applied to system (2.4) in the order of $u_{0} \rightarrow u_{1} \rightarrow u_{2} \rightarrow \cdots \rightarrow u_{N}$. The discrete parameters $\varepsilon_{k}, k \in \mathbf{I}[0, N]$, influence the convergence speed of the closed-loop system 2.4 . With the increase of the discrete parameters, the convergence speed of the closed-loop spacecraft rendezvous system 2.4 becomes faster and faster. Thus, the dynamic performances of the closed-loop spacecraft rendezvous system 2.4 can be much improved under the discrete gain scheduling state feedback control. This will be verified by an illustrative example in Section 5 .

Remark 3. Based on Theorem 1, we have the following algorithm, referred to as Algorithm A, for the construction of the discrete gain scheduling control.

Step 1. For a given initial state $x\left(\theta_{0}\right)$, the solution $\varepsilon_{0}$ of the nonlinear equation

$$
\begin{equation*}
\left[Q\left(\theta_{0}, \varepsilon\right) x\left(\theta_{0}\right)\right]^{\top} \Lambda_{\max }(\varepsilon)\left[Q\left(\theta_{0}, \varepsilon\right) x\left(\theta_{0}\right)\right]=\omega^{2} \tag{4.18}
\end{equation*}
$$

can be computed by the bisection method.
Step 2. Given the common ratio $\Delta \varepsilon$ between the discrete parameters $\varepsilon_{k-1}$ and $\varepsilon_{k}, k \in \mathbf{I}[1, N]$, the discrete parameters of the gain scheduling control form a set $S_{N}=\left\{\varepsilon_{k}, k \in \mathbf{I}[0, N]\right\}$ in 4.5), where $\varepsilon_{k}=\varepsilon_{0} \cdot \Delta \varepsilon^{k}, k \in \mathbf{I}[0, N]$, and $\Delta \varepsilon$ is usually chosen as a fixed constant.

Step 3. By $u_{k-1}$ and the state $x(\theta)$ of system (2.4], determine $\theta_{k}, k \in \mathbf{I}[1, N]$, through the computation of

$$
\left[Q\left(\theta, \varepsilon_{k}\right) x(\theta)\right]^{\top} \Lambda_{\max }\left(\varepsilon_{k}\right)\left[Q\left(\theta, \varepsilon_{k}\right) x(\theta)\right]=\omega^{2}
$$

Step 4. From Steps 2 and 3, the discrete gain scheduling state feedback control (4.12) in Theorem 1 can be designed.

## 5 | SIMULATION RESULTS

In this section, a practical example will be provided to show the effectiveness of the proposed approach.
Suppose that the target spacecraft is moving along the geostationary transfer orbit, and chaser spacecraft is in its neighborhood, i.e., the distance between the target spacecraft and the chaser spacecraft is much smaller than the distance from the mass center of the target spacecraft to the earth center (see Reference ${ }^{[12}$ ). For clarity, the main parameter values for the numerical simulations are listed as follows: semimajor axis $a=2.4616 \times 10^{7} \mathrm{~m}$, eccentricity $e=0.73074$, period $T=38436 \mathrm{~s}$, constant $k=2.267 \times 10^{-2} / \mathrm{s}^{1 / 2}$.

For simulation purpose, suppose that the initial condition of the spacecraft rendezvous system $\sqrt{2.2}$ ) is

$$
\zeta\left(t_{0}\right)=[12000,14000,-12000,1,-1,1]^{\mathrm{T}}
$$

This means that the relative position and the relative velocity of the chaser spacecraft are

$$
\left[x\left(t_{0}\right), y\left(t_{0}\right), z\left(t_{0}\right)\right]=[12000 \mathrm{~m}, 14000 \mathrm{~m},-12000 \mathrm{~m}]
$$
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and

$$
\left[\dot{x}\left(t_{0}\right), \dot{y}\left(t_{0}\right), \dot{z}\left(t_{0}\right)\right]=[1 \mathrm{~m} / \mathrm{s},-1 \mathrm{~m} / \mathrm{s}, 1 \mathrm{~m} / \mathrm{s}]
$$

respectively. Let the initial true anomaly at time $t_{0}$ be $\theta_{0}=0.1 \pi$, from the linear invertible transform (2.3), it is easy to compute that the initial condition of system (2.4) is

$$
\begin{equation*}
\boldsymbol{x}\left(\theta_{0}\right)=[20340,23730,-20340,-1562,-4309,3858]^{\mathrm{T}} \tag{5.1}
\end{equation*}
$$

This, together with equation (4.18), yields the initial parameter value $\varepsilon_{0}=0.85$. For comparison purpose, let the parameter set 4.5 be

$$
S_{N}=\left\{\varepsilon_{0}, \varepsilon_{1}, \cdots, \varepsilon_{N}\right\}, \quad 0<\varepsilon_{0}<\varepsilon_{1}<\cdots<\varepsilon_{N}
$$

where $\Delta \varepsilon=1.06, \varepsilon_{k}=\varepsilon_{0} \cdot \Delta \varepsilon^{k}, k \in \mathbf{I}[0, N]$, and $N=0,10$ and 30 . According to these parameter values, the different discrete gain scheduling controls (4.12) of system (2.4) can be designed through the application of Algorithm A in Remark 3 For the discrete gain scheduling controls corresponding to $N=0, N=10$ and $N=30$, the state response signals of the closed-loop spacecraft rendezvous system are shown, respectively, in Figures $4 \pi 9$, and the control input signals of the closed-loop spacecraft rendezvous system are as shown in Figures 10,12 From Figures $4 \pi 9$ and Figures 10 it can be seen that the closed-loop spacecraft rendezvous system 2.4 is asymptotically stable, and the control input signals of the closed-loop spacecraft rendezvous system satisfy the input saturation. This simulation results show that under the satuated discrete gain scheduling control, the rendezvous mission can be accomplished at around $\theta_{f}=28.2618 \mathrm{rad}$ for $\mathrm{N}=0, \theta_{f}=9.7452 \mathrm{rad}$ for $N=10$ and $\theta_{f}=2.6829 \mathrm{rad}$ for $N=30$, respectively.

It is worth mentioning that the discrete gain scheduling control for $N=0$ is actually a static state feedback control. Compared with the static state feedback control corresponding to $N=0$, we see that the discrete gain scheduling control for $N=10$ can be used to achieve the spacecraft rendezvous mission at around $\theta_{f}=9.7452 \mathrm{rad}$, saving over 18.5166 rad , the discrete gain scheduling control for $N=30$ can be used to achieve the spacecraft rendezvous mission at around $\theta_{f}=2.6829 \mathrm{rad}$, saving over 25.5789 rad . This clearly shows the proposed discrete gain scheduling control approach can improve the dynamic performance of the system. In addition, Figures 1012 show that the proposed controller makes full use of the actuator capacity. However, the control inputs do not exceed the maximal allowable constraints during the entire rendezvous process. The simulation is carried out for three different cases: $N=0, N=10$ and $N=30$. Their respective state trajectories of the closed-loop spacecraft rendezvous system (2.4) are recorded in Figure 13 From these simulation results, it can be seen that as the value of $N$ increases, the dynamic performance of the system will become better and better at the expense of the magnitude of the control input signal.


FIGURE 4 The position trajectories in x -axis direction with different switching points for $N=0,10,30$


FIGURE 5 The position trajectories in y -axis direction with different switching points for $N=0,10,30$


FIGURE 6 The position trajectories in z-axis direction with different switching points for $N=0,10,30$


FIGURE 7 The velocity trajectories in x -axis direction with different switching points for $N=0,10,30$


FIGURE 8 The velocity trajectories in y-axis direction with different switching points for $N=0,10,30$


FIGURE 9 The velocity trajectories in z-axis direction with different switching points for $N=0,10,30$


FIGURE 10 Control input signals in x -axis direction with different switching points for $N=0,10,30$


FIGURE 11 Control input signals in y-axis direction with different switching points for $N=0,10,30$


FIGURE 12 Control input signals in z-axis direction with different switching points for $N=0,10,30$


FIGURE 13 The trajectory with different switching points for $N=0,10,30$

## 6 | CONCLUSIONS

In this paper, a discrete gain scheduling approach is used to design a state feedback control for an elliptical orbit spacecraft rendezvous system with actuator saturation, where the switching points of this approach are achieved through the construction of novel invariant sets. The main advantage of the proposed approach is that the dynamic performance of the spacecraft rendezvous can be much improved through adjusting the discrete parameters. Finally, simulation results show the effectiveness of the proposed control design method.
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