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#### Abstract

Studies of the time-domain structure of fast radio bursts (FRBs) require an accurate estimate of the FRB dispersion measure in order to recover the intrinsic burst shape. Furthermore, the exact dispersion measure is itself of interest when studying the time evolution of the medium through which multiple bursts from repeating FRBs propagate. A commonly used approach to obtain the dispersion measure is to take the value that maximizes the FRB structure in the time domain. However, various authors use differing methods to obtain this structure parameter and do not document the smoothing method used. Furthermore, there are no quantitative estimates of the error in this procedure in the FRB literature. In this article, we present a smoothing filter based on the discrete cosine transform, and show that computing the structure parameter by summing the squares of the derivatives and taking the square root (that is, the 2 -norm, $\sqrt{\Sigma(d / d t)^{2}}$ ) immediately lends itself to the calculation of the uncertainty of the structure parameter. We illustrate this with FRB 20181112A and FRB 20210117A data, which were detected by the Australian Square Kilometre Array Pathfinder, and for which high-time-resolution data are available.


Unified Astronomy Thesaurus concepts: Radio transient sources (2008)

## 1. Introduction

Fast radio bursts (FRBs) are extragalactic radio transients of millisecond duration (Lorimer et al. 2007). Both the underlying mechanism of their emission, and the properties of the astrophysical plasmas through which they propagate, can be studied through detailed analysis of their time-frequency structure (e.g., Michilli et al. 2018; Macquart et al. 2020). The frequency-dependent delay (dispersion measure (DM)) of FRBs informs about the total integrated column density of free electrons-and hence total matter density-through which the FRB has propagated. Long-term studies of DM variation in repeating FRBs yield information on the medium in the vicinity of the progenitor (e.g., Zhao et al. 2021). Additionally, studies of FRB structure are sensitive to the assumed value of DM used to dedisperse the FRB (e.g., Hessels et al. 2019). To this end, FRB analysis aims to identify the correct DM, i.e., that corresponds to the integrated electron column density through which the FRB has passed. While FRB searches use the dispersion measure that maximizes the signal-to-noise ratio $(\mathrm{S} / \mathrm{N})$, it is often assumed that the correct DM is that which maximizes structure (Caleb et al. 2020; Hilmarsson et al. 2021; Platts et al. 2021).

A common measure of structure is the time-derivative of the pulse intensity $I(t)$ (Gajjar et al. 2018; CHIME/FRB Collaboration, et al. 2019; Hessels et al. 2019; Josephy et al. 2019; Pilia et al. 2020). However, since $I(t)$ is noisy, the derivative operation is not applied to a noisy estimate of the $I(t)$, but rather to a smoothed version thereof. This smoothing

[^0]operation has the potential to affect the structuremaximizing DM, since oversmoothing will smear out the intrinsic FRB structure, while undersmoothing will leave the derivative dominated by noise. However, to date, there has been little attention paid to how to optimally select a smoothing time.

In the literature, there is also a slight variation in how the resulting $d / d t$ are combined. For example, Hessels et al. (2019) used $\Sigma(d / d t)^{2}$, Gajjar et al. (2018) suggested $\Sigma|d / d t|$, and Josephy et al. (2019) experimented with $\Sigma(d / d t)^{4}$. One may argue that this is a matter of preference as long as the positive of the $d / d t$ is combined and an interesting structure is detected. However, while any of these approaches should be able to identify the DM that maximizes the structure in the signal, the uncertainty of the resultant fitted DM is also of considerable interest-without an accurate estimate of this uncertainty, it is impossible to determine whether, for instance, the DM of a given source is changing between bursts.

In Section 2, we shall demonstrate that the vector norm offers a meaningful measure of the uncertainty in the structure parameter inferred from noisy time-series data. In particular, the $\sqrt{\Sigma(d / d t)^{2}}$ (Euclidean or 2-norm) offers a physical and intuitive interpretation, as illustrated in Section 3. Section 4 then illustrates how the structure parameter, and uncertainty thereon, are to be calculated for two example FRBs. Under the assumption that the "correct" DM of an FRB ${ }^{6}$ is synonymous with structure maximization, this allows the correct DM to be identified and assigned an uncertainty $\pm \Delta \mathrm{DM}$, which quantifies the confidence in such a detection.

[^1]
## 2. Method

### 2.1. Matrix Representation and Uncertainty Definition

Let $\boldsymbol{i}=[I(1), \cdots, I(N)]^{T}$ be a vector that contains discrete time samples of noisy total intensity $I(t)$. We may represent the smoothing operator as a matrix $\boldsymbol{S}$ and the first derivative as a matrix $\boldsymbol{D}_{1}$. Our immediate discussion here pertains to any $\boldsymbol{S}$ and $\boldsymbol{D}_{1}$ matrices; therefore, the conclusions are generally applicable. It suffices to say, as we shall demonstrate later, that it is indeed possible to write the smoothing algorithm as a matrix; for example, see Strang \& Nguyen (1997), Eilers (2003), and Stickel (2010). The result of the smoothing process is the smoothed estimate

$$
\begin{equation*}
\tilde{i}=S i . \tag{1}
\end{equation*}
$$

The first derivative operator can be expressed as a matrix, for example, a simple forward difference on $N$ data points is a $(N-1) \times N$ matrix

$$
\boldsymbol{D}_{1}=\left[\begin{array}{cccc}
-1 & 1 & &  \tag{2}\\
& \ddots & \ddots & \\
& & -1 & 1
\end{array}\right]
$$

Therefore, the first derivative of the smoothed data is

$$
\begin{equation*}
D_{1} \tilde{i}=D_{1} S i \tag{3}
\end{equation*}
$$

The original noisy data can be expressed as the sum of the smoothed estimate and the difference between the noisy data and the smoothed version $\boldsymbol{\Delta}_{i}=\boldsymbol{i}-\tilde{\boldsymbol{i}}$.

$$
\begin{equation*}
\boldsymbol{i}=\tilde{\boldsymbol{i}}+\boldsymbol{\Delta}_{i} \tag{4}
\end{equation*}
$$

Therefore, Equation (3) may be written as

$$
\begin{align*}
D_{1} \tilde{i} & =D_{1} S\left(\tilde{i}+\Delta_{i}\right) \\
& =D_{1} S \tilde{i}+D_{1} S \Delta_{i} . \tag{5}
\end{align*}
$$

Equation (5) is illustrated in Figure 1. We note that the first term on the right-hand side of Equation (5), $D_{1} S \tilde{i}=D_{1} S S i$, is the derivative of the "double-smoothed" data. The second term, $\boldsymbol{D}_{1} \boldsymbol{S} \boldsymbol{\Delta}_{i}$, is the derivative of the smoothed "detrended" noise.

The length (2-norm, $\|.\|_{2}$ ) of $\boldsymbol{D}_{1} \boldsymbol{S} \boldsymbol{\Delta}_{i}$ is the radius of the dashed circle in Figure 1, which may be written as

$$
\begin{equation*}
\left\|\boldsymbol{D}_{1} \boldsymbol{S} \boldsymbol{\Delta}_{i}\right\|_{2}=\sqrt{\sum_{n=1}^{N}\left[\left(\boldsymbol{D}_{1} \boldsymbol{S i}\right)_{n}-\left(\boldsymbol{D}_{1} \boldsymbol{S} \tilde{\boldsymbol{i}}\right)_{n}\right]^{2}} \tag{6}
\end{equation*}
$$

where $(.)_{n}$ indicates the $n$-th element of the vector in question. The right-hand side of Equation (6) suggests that it can be interpreted as proportional to a standard deviation estimate $(\tilde{\sigma} \sqrt{N-1})$ of the first derivative of the smoothed data. Taking this as the uncertainty estimate of $\boldsymbol{D}_{1} \tilde{\boldsymbol{i}}$ means we take $\boldsymbol{D}_{1} \boldsymbol{S} \boldsymbol{\Delta}_{i}$ to represent a particular noise instance with standard deviation of $\left\|\boldsymbol{D}_{1} \boldsymbol{S} \boldsymbol{\Delta}_{i}\right\|_{2} / \sqrt{N-1}$. In that case, the tip of the vector $\boldsymbol{D}_{1} \tilde{\boldsymbol{i}}$ in Figure 1 could lie anywhere on the circumference of the gray circle, such that the estimate of relative uncertainty may be computed as

$$
\begin{equation*}
\frac{\left\|\boldsymbol{D}_{1} \boldsymbol{S} \boldsymbol{\Delta}_{i}\right\|_{2}}{\left\|\boldsymbol{D}_{1} \boldsymbol{S} \tilde{\boldsymbol{i}}\right\|_{2}} \tag{7}
\end{equation*}
$$

The structure parameter that is consistent with this uncertainty estimate is, evidently, the 2 -norm of the $\boldsymbol{D}_{1} \tilde{\boldsymbol{i}}$ since

$$
\begin{equation*}
\left\|D_{1} S \tilde{i}\right\|-\left\|D_{1} S \Delta_{i}\right\| \leqslant\left\|D_{1} \tilde{i}\right\| \leqslant\left\|D_{1} S \tilde{i}\right\|+\left\|D_{1} S \Delta_{i}\right\| \tag{8}
\end{equation*}
$$



Figure 1. Vector diagram representing Equation (5).
where the subscript.$_{2}$ is not shown (and hereafter) for brevity. Equation (8) is valid for the 2-norm for N -dimensional vectors. It can be shown formally by applying the inner product definition $\boldsymbol{x}^{T} \boldsymbol{y}=\|\boldsymbol{x}\|\|\boldsymbol{y}\| \cos \theta$ in the expression $\|\boldsymbol{x}+\boldsymbol{y}\|^{2}=$ $(\boldsymbol{x}+\boldsymbol{y})^{T}(\boldsymbol{x}+\boldsymbol{y})$ (see Ch. 1 of Strang 2019) and realizing that $-1 \leqslant \cos \theta \leqslant 1$ for real vectors.

In reality, the data are vectors with N entries. In that case, the circumference of the circle in Figure 1 becomes the surface of an N -dimensional sphere with the same radius. The conclusion is unchanged.

For some applications, it may be desirable to test the hypothesis of whether the intrinsic structure in a signal $\boldsymbol{i}_{1}$ is significantly greater than that in another signal $\boldsymbol{i}_{2}$. This test asks whether or not the measured difference in structure

$$
\begin{equation*}
\left\|D_{1} S \boldsymbol{i}_{1}\right\|-\left\|D_{1} \boldsymbol{S i}_{2}\right\| \tag{9}
\end{equation*}
$$

is significant compared to the relative noise,

$$
\begin{equation*}
\left\|D_{1} S \Delta_{i_{1}}-D_{1} S \Delta_{i_{2}}\right\|=\left\|D_{1} S\left(\Delta_{i_{1}}-\Delta_{i_{2}}\right)\right\| . \tag{10}
\end{equation*}
$$

Continuing the analogy of Figure 1, Equation (10) represents the surface of an n-dimensional sphere with magnitude given by a combination of $\boldsymbol{D}_{1} \boldsymbol{S} \boldsymbol{\Delta}_{i_{1}}$ and $\boldsymbol{D}_{1} \boldsymbol{S} \boldsymbol{\Delta}_{\boldsymbol{i}_{2}}$. If the difference in structure between $\boldsymbol{i}_{1}$ and $\boldsymbol{i}_{2}$ given by Equation (9) is less than the radius of the sphere, the structures are consistent to within noise fluctuations. Specifically, the structure in $\boldsymbol{i}_{1}$ can be said to be greater than that in $\boldsymbol{i}_{2}$ when

$$
\begin{equation*}
\left\|D_{1} \boldsymbol{S i}_{1}\right\|>\left\|D_{1} \boldsymbol{S i}_{2}\right\|+\left\|D_{1} \boldsymbol{S}\left(\Delta_{i_{1}}-\boldsymbol{\Delta}_{i_{2}}\right)\right\| . \tag{11}
\end{equation*}
$$

Such a test will become relevant when assessing whether the structure at one DM is significantly different from the structure at another, since $\Delta_{i_{1}}$ and $\Delta_{i_{2}}$ will in this case be correlated.

### 2.2. Example Smoothing Matrix Based on Discrete Cosine

We can choose the eigenvectors of $\boldsymbol{D}_{1}^{T} \boldsymbol{D}_{1}$ as the basis for the smoothing operation. As we will show later, the close connection to the first derivative $\boldsymbol{D}_{1}$ matrix lends itself to insight when expressing the entire calculation as a single matrix operation. The eigenvectors of

$$
\boldsymbol{D}_{1}^{T} \boldsymbol{D}_{1}=\left[\begin{array}{ccccc}
-1 & 1 & & &  \tag{12}\\
-1 & 2 & -1 & & \\
& & -1 & 2 & -1 \\
& & & -1 & 1
\end{array}\right]
$$

are discrete cosines (Strang 1999). We shall call this eigenvector matrix $\boldsymbol{C}$ whose components are

$$
\begin{equation*}
\boldsymbol{c}_{k}(j)=\cos \left(j-\frac{1}{2}\right) \frac{(k-1) \pi}{N} \tag{13}
\end{equation*}
$$

where $k=1, \cdots, N$ is the column number of $\boldsymbol{C}$ and $j=1, \cdots, N$ is the row number. The eigenvalues are

$$
\begin{equation*}
\operatorname{eig}_{k}=2-2 \cos \frac{(k-1) \pi}{N} \tag{14}
\end{equation*}
$$

This is known as the discrete cosine transform-2 (DCT-2). Most importantly, DCT-2 has a fast implementation based on the fast Fourier transform (FFT; Strang 1999). Therefore, numerical linear algebra eigendecomposition is not needed to obtain Equations (13) and (14).

The smoothing operation may be written as

$$
\begin{equation*}
\tilde{\boldsymbol{i}}=\boldsymbol{C} \boldsymbol{D}_{\text {filter }} \boldsymbol{C}^{T} \boldsymbol{i}=\boldsymbol{S i} \tag{15}
\end{equation*}
$$

where $\boldsymbol{D}_{\text {filter }}$ is a diagonal matrix representing a low-pass filter in the spectral domain; $\boldsymbol{C}^{T} \boldsymbol{i}$ is the DCT of $\boldsymbol{i}$ and $\boldsymbol{C}\left(\boldsymbol{D}_{\text {filter }} \boldsymbol{C}^{T} \boldsymbol{i}\right)$ is the inverse DCT of the filtered spectrum. The diagonal of $\boldsymbol{D}_{\text {filter }}$ is the spectral response of a low-pass filter, for example,

$$
\begin{equation*}
f(k)=\frac{1}{1+\left(\frac{k}{k_{c}}\right)^{2 O}} \tag{16}
\end{equation*}
$$

where $k_{c}$ is the spectral cutoff and $O$ is the order of the filter. The resulting passband is flat and the roll-off rate is $2 O$ orders of magnitude per decade, as inspired by the analog Butterworth filter. The DCT is purely real and does not force a periodic boundary condition (as in the case of FFT) that could introduce a discontinuity corresponding to high-frequency contents (Strang \& Nguyen 1997, see Ch. 8).

Using the smoothing process based on the DCT in Equation (15), we can write

$$
\begin{align*}
\left\|\boldsymbol{D}_{1} \tilde{\boldsymbol{i}}\right\|^{2} & =\boldsymbol{i}^{T} \boldsymbol{C} \boldsymbol{D}_{\text {filter }} \boldsymbol{C}^{T} \boldsymbol{D}_{1}^{T} \boldsymbol{D}_{1} \boldsymbol{C} \boldsymbol{D}_{\text {filter }} \boldsymbol{C}^{T} \boldsymbol{i} \\
& =\boldsymbol{i}^{T} \boldsymbol{C} \boldsymbol{D}_{\text {filter }} \boldsymbol{\Lambda}_{D_{1}^{T} D_{1}} \boldsymbol{D}_{\text {filter }} \boldsymbol{C}^{T} \boldsymbol{i} \\
& =\left\|\boldsymbol{\Lambda}_{D_{1}{ }_{D} D_{1}}^{1 / 2} \boldsymbol{D}_{\text {filter }} \boldsymbol{C}^{T} \boldsymbol{i}\right\|^{2} \tag{17}
\end{align*}
$$

where we used the eigendecomposition $\boldsymbol{D}_{1}^{T} \boldsymbol{D}_{1}=\boldsymbol{C} \boldsymbol{\Lambda}_{D_{1}^{T} D_{1}} \boldsymbol{C}^{T}$ and $\boldsymbol{\Lambda}_{D_{1}^{T} D_{1}}$ is a diagonal matrix of nonnegative eigenvalues, eig $_{k}$, shown in Equation (14); $\boldsymbol{C}^{T} \boldsymbol{C}=\boldsymbol{I}$ since $\boldsymbol{C}$ is an orthogonal matrix. Equation (17) is a key result. It expresses the final product, which is the sum of the square of the derivative of the smoothed data in terms of the end-to-end matrix operation. We note that $\Lambda_{D_{1}^{T} D_{1}}^{1 / 2}$ is a diagonal matrix whose diagonal represents a high pass profile such that $\Lambda_{D_{1}^{T} D_{1}}^{1 / 2} \boldsymbol{D}_{\text {filter }}$ represents a bandpass filter with the peak response at approximately $k_{c}$, as shown in Figure 2. The norm of the smoothed data is the structure parameter, $\sqrt{\Sigma(d / d t)^{2}}$,

$$
\begin{equation*}
\left\|\boldsymbol{D}_{1} \tilde{\boldsymbol{i}}\right\|=\left\|\boldsymbol{\Lambda}_{D_{1}^{T} D_{1}}^{1 / 2} \boldsymbol{D}_{\text {filter }} \boldsymbol{C}^{T}\left(\tilde{\boldsymbol{i}}+\boldsymbol{\Delta}_{i}\right)\right\| \tag{18}
\end{equation*}
$$

Finally, the uncertainty is

$$
\begin{equation*}
\left\|\boldsymbol{D}_{1} \boldsymbol{S} \boldsymbol{\Delta}_{i}\right\|=\left\|\boldsymbol{\Lambda}_{D_{1}{ }^{T} D_{1}}^{1 / 2} \boldsymbol{D}_{\text {filter }} \boldsymbol{C}^{T} \boldsymbol{\Delta}_{i}\right\| \tag{19}
\end{equation*}
$$

Expressing the 2-norm in the spectral domain as we have done above has an advantage in visualization. For example, $\boldsymbol{C}^{T} \boldsymbol{i}$ is the spectrum of $I(t)$. Premultiplying that quantity by $\boldsymbol{\Lambda}_{D_{1}^{T} D_{1}}^{1 / 2} \boldsymbol{D}_{\text {filter }}$ filters the spectrum. Finally, taking the norm measures the length of the resulting vector.


Figure 2. $\boldsymbol{\Lambda}_{D_{1}^{T} D_{1}}^{1 / 2} \boldsymbol{D}_{\text {filter }}$ bandpass filter response for $k_{c}=4,15$, and 100 for an $O=3$ filter defined by Equation (16).


Figure 3. Example noisy pulse (top) and the corresponding spectrum in discrete cosine (bottom). The underlying pulse consists of two unity amplitude Gaussians shown as the red dashed line in the top panel. The offset seen in the black curve is due to additive noise in the simulated noisy data. The solid black curve in the top plot represents the recovered intensity with filter parameters $O=3$ and $k_{c}=15$.

## 3. Result: Numerical Example

### 3.1. Selection of Filter Parameters

We exemplify the method discussed in Section 2.2 by demonstrating the selection of filter parameters to correctly recover the underlying $I(t)$ structure in the presence of noise. Figure 3 (top) shows 1000 noisy $I=|X|^{2}+|Y|^{2}$ data points with an underlying double pulse as shown, representing total power $I$ calculated from perpendicular $X$ and $Y$ linearly polarized voltage components. The noise-free component of $X$ consists of two Gaussian pulses delayed by 370 and 630 units with standard deviations of 80 and 85 , respectively. The amplitude is normalized to the pulse peak. The noise-free amplitude of the $Y$ component is taken as $0.5 X$. The structure parameter of the noise-free pulse is $\left\|\boldsymbol{D}_{1} \boldsymbol{i}_{\text {noiseless }}\right\|=0.18$ as computed by the 2-norm of the first derivative. The noise in the complex voltages $X$ and $Y$ are independent and identically


Figure 4. Recovered structure parameter (top) and uncertainty (bottom) of the structure parameter for $k_{c}$ swept from 3 to 300 and filter order 2, 3 , and 4 in Equation (16).
distributed Gaussian noise with zero mean and standard deviation $\quad \sigma_{\mathfrak{R}(X)}=\sigma_{\mathfrak{J}(X)}=\sigma_{\mathfrak{R}(Y)}=\sigma_{\mathfrak{I}(Y)}=0.4$. The DCT spectrum of the signal is depicted in Figure 3 (bottom). It shows that the information occupies up to a $k$ index of 10 to 20, beyond which the noise dominates. Therefore, we expect to select a low-pass filter cutoff between $k_{c}$ of 10 to 20 .

The $k_{c}$ estimate based on the DCT spectrum is confirmed by the calculated structure parameter and the uncertainty shown in Figure 4 where the low-pass filter cutoff $k_{c}$ was swept from 3 to 300 for filter order 2, 3, and 4 in Equation (16) to explore the effects of under- and overfiltering. The structure parameter was computed using Equation (18) and the associated uncertainty was calculated using Equation (7). The structure parameter obtained from the smoothed noisy data matches the known noise-free value of 0.18 for $k_{c}$ between 10 to 20 , which agrees with that suggested by the DCT spectrum. This also coincides with the range of $k_{c}$ values for which the uncertainty is minimized. We also note that the structure parameter becomes rapidly underestimated and overestimated as the $k_{c}$ is underestimated (oversmoothing) and overestimated (undersmoothing), respectively. The uncertainty minima at $k_{c}$ of approximately 5 for filter orders 3 and 4 in Figure 4 correspond to oversmoothing. which may be readily identified from the DCT spectrum in Figure 3 and confirmed by the recovered structure parameter. Proper determination of $k_{c}$ is therefore critical, and we demonstrate that the DCT spectrum is a very effective tool for that purpose.

### 3.2. Robustness with Respect to $\Delta D M$

The previous subsection operated on one-dimensional timeseries data, which assumes that dedispersion has already been performed. However, in reality, the dispersion measure is not known a priori (otherwise the problem would already be solved), and hence it is necessary to consider whether dedispersing across different trial DM values could affect the parameter choice and hence final results. In this subsection, we simulate the effects of dispersion and dedispersion on the double pulse already considered.

In the frequency domain, the net effect of dispersion and dedispersion may be described as a multiplicative factor

$$
\begin{equation*}
e^{-j(k(\nu)-\tilde{k}(\nu)) L}=e^{-j(2 \pi) K_{\mathrm{DM}} \frac{-\Delta \mathrm{DM}\left[\mathrm{pc} \mathrm{~cm}^{-3}\right]}{\nu[\mathrm{MHz}]}} \tag{20}
\end{equation*}
$$

The units in Equation (20) follow the convention described in Wilson et al. (2009); $L$ is the distance to the source and $k(\nu)$ and $\tilde{k}(\nu)$ are the wavenumber and the wavenumber estimate, respectively; the difference between the actual DM and the DM estimate is $\Delta \mathrm{DM}=\mathrm{DM}-\mathrm{DM}$. Throughout, we define the delay constant $K_{\mathrm{DM}}$ to be $(1 / 0.241) \times 10^{9} \approx 4.149 \times$ $10^{9} \mathrm{MHzcm}^{3} \mathrm{pc}^{-1}$. Hence, the effects of dispersion and dedispersion may be simulated by multiplying Equation (20) with the Fourier transform (FT) of the noisy complex voltages, followed by the inverse FT of the product.

As an example, we took a $256 \times 1024$ matrix of complex white noise with $\sigma_{\mathrm{re}}=\sigma_{\mathrm{im}}=1 / \sqrt{2}$. This noise matrix was multiplied by two two-dimensional Gaussian real envelopes, and then complex Gaussian noise with $\sigma_{\mathrm{re}}=\sigma_{\mathrm{im}}=1 / 2 \sqrt{2}$ was added. The results shown in the top and middle left panels in Figure 5 represent the simulated data at $\Delta \mathrm{DM}=0$. We chose the time delays between the components to mimic the "sad trombone" effect, i.e., the frequency down-drift of burst components with time, often seen in repeating FRBs (e.g., Hessels et al. 2019).

We applied $\triangle \mathrm{DM}$ from -0.5 to $0.2 \mathrm{pc} \mathrm{cm}^{-3}$ in $0.01 \mathrm{pc} \mathrm{cm}^{-3}$ steps. The resulting noisy mean intensities versus time over $\Delta \mathrm{DM}$ are shown in the bottom left panel of Figure 5. The intensity of the noise-free data was simulated by applying the corresponding group delay $\tau_{d}=4.149 \times$ $10^{3} \Delta \mathrm{DM}\left[\mathrm{pc} \mathrm{cm}^{-3}\right] / f_{\mathrm{MHz}}^{2}$ to the intensity envelope. To filter the noise, we applied the same strategy discussed in Section 3.1. We performed DCT of the frequency-time $256 \times 1024$ data shown and then visually inspected the resulting DCT spectrum shown in the top right panel of Figure 5. The transition between information and noise occurred at a $k$ index of approximately 35 . Therefore, we set $k_{c}=35$, and $O=3$ was kept the same as in the previous section.

The middle and bottom right panels in Figure 5 demonstrate the robustness of the method we propose in this paper with respect to $\Delta \mathrm{DM}$. Figure 5 (middle right) shows the comparison between the recovered (from the noisy data) and the known structure parameters (from the noise-free intensity envelope that was time-shifted as per the group delay at each frequency). It shows that the filter recovers the correct structure parameters (to within a few percent) for all trial $\Delta \mathrm{DMs}$. To derive error bounds for $\Delta \mathrm{DM}$, we subtract the left-hand side of Equation (11) from the right-hand side of the same equation. This is shown in the bottom right panel of Figure 5. The uncertainty in $\Delta D M$ corresponds to those regions where the relative noise plus the intrinsic structure exceeds that of the structure at $\Delta \mathrm{DM}=0$, i.e., which can not be excluded by Equation (11). Thus, we find the error bounds by identifying the zero crossings in the bottom right panel, which suggest $\Delta \mathrm{DM}=0_{-0.04}^{+0.08} \mathrm{pccm}^{-3}$.

## 4. Result: Application to FRB Data

The above methods can be applied to determine the correct DM of an FRB, and the uncertainty thereon. Dedispersing an FRB for many trial DMs produces a voltage time series that can


Figure 5. The top left and middle left panels show the simulated frequency down-drifting data at $\Delta \mathrm{DM}=0$. The top left panel shows the mean intensity over frequency of the noisy data (solid line) and the Gaussian envelope (dashed line) vs. time. The middle left panel is the frequency-time representation (dynamic spectrum) of the simulated data. The bottom left panel shows intensities vs. time and $\Delta \mathrm{DM}$ of simulated frequency down-drifting data before filtering. The top right panel shows the DCT spectrum of the simulated noisy signal. The middle right panel reports the structure parameters of the recovered signal and the known structure parameter computed by applying time shifting based on the group delay to the envelope of the known signal. The bottom right panel shows the difference between the right- and left-hand sides of Equation (11); the error bounds are inferred from the zero crossings.
be converted into an intensity time series $\boldsymbol{i}$. The procedure of Section 2 then produces a corresponding measure of the FRB structure and its uncertainty for each and every trial DM. This then allows the trial DM that maximizes structure to be identified, and also an error in DM that is assigned to include the range of trial DMs with a structure consistent with the maximum value, given the calculated structure error.

### 4.1. FRB 20181112A

We apply our method to FRB 20181112A (Cho et al. 2020) data averaged to $1 \mu \mathrm{~s}$. The middle left panel of Figure 6 shows the dynamic spectrum at $\Delta \mathrm{DM}=0$ and the bottom left panel shows the raw intensity data as a function of dispersion measure, away from the nominal value of $589.265 \mathrm{pc} \mathrm{cm}^{-3}$ that produces the maximum $\mathrm{S} / \mathrm{N}$. The dedispersion about the nominal value is performed with the reference frequency set to the center of the bandwidth, in order to keep the temporal position of the pulse profile stable between different DM values. The spectrum of the intensity time series was obtained by the multiplication with the discrete cosine matrix discussed in Section 2.2. This is shown in the top right panel of Figure 6. We observe that the information occupies up to the $k=35$ index, after which it is dominated by noise. Based on this information, we selected the filter cutoff of $k_{c}=35$ and chose an $O=3$ filter as per Equation (16).

The structure parameter and the corresponding uncertainty are plotted in the middle right and bottom right panels of Figure 6. We see that the highest structure coincides with $\Delta \mathrm{DM}=0$, which is the maximum $\mathrm{S} / \mathrm{N}$. The error bounds are
again identified by the zero crossings in the bottom right panel, which suggest $\Delta \mathrm{DM}=0_{-0.006}^{+0.009} \mathrm{pc} \mathrm{cm}^{-3}$.

### 4.2. FRB 20210117A

Next, we consider FRB 20210117A (Bhandari et al. 2023) with time-domain data shown in Figure 7. The $\Delta \mathrm{DM}$, shown in the bottom left panel, is relative to the nominal $\mathrm{S} / \mathrm{N}$ maximizing value of $729.21 \mathrm{pccm}^{-3}$. This FRB appears to have a secondary peak for $\Delta \mathrm{DM}<0$. The spectrum of this FRB suggests a spectral transition at a $k$ value between 20 and 30. We selected $k_{c}=23$ and the $O=3$ filter, which resulted in the structure parameter and the associated uncertainty plotted in the middle and bottom right panels in Figure 7. Using the same procedure as for FRB 20181112, we find a structure-maximizing $\Delta \mathrm{DM}=-0.11_{-0.27}^{+0.25} \mathrm{pccm}^{-3}$. Thus, we cannot exclude that this FRB's apparent structure-maximizing DM is significantly different from its signal-to-noise maximizing DM.
Figure 8 shows the best-fitting $\Delta \mathrm{DM}$ and $68 \%$ uncertainty bounds as per Equation (11) over filter cutoff $k_{c}$ (with $O=3$ ). It confirms that $k_{c} \approx 25$ offers consistent values of the structuremaximizing $\Delta \mathrm{DM}$ with the narrowest error margin. Using lower values of $k_{c}$ results in oversmoothing, and thus a loss of signal structure, while using higher values of $k_{c}$ adds noise, increasing the random error in $\Delta \mathrm{DM}$.

### 4.3. Implementation in CRAFT FRB Processing Pipeline

The structure-optimizing FRB method has been implemented for FRBs detected by the Australian Square Kilometre


Figure 6. The top left panel shows the mean intensity over frequency of FRB 20181112 A at $\Delta \mathrm{DM}=0 \mathrm{vs}$. time. The middle left panel is the dynamic spectrum of FRB 20181112A at $\Delta \mathrm{DM}=0$ at $1 \mu$ s resolution. The bottom left panel shows intensities vs. time and $\Delta \mathrm{DM}$ of FRB 20181112 A at $1 \mu \mathrm{~s}$ resolution data before filtering. The top right panel shows the DCT spectrum of FRB 20181112A. The middle right panel reports the structure parameters of the recovered signal. The bottom right panel shows the difference between the right- and left-hand sides of Equation (11); the error bounds are inferred from the zero crossings.

Array Pathfinder (ASKAP; Hotan et al. 2021), as part of the Commensal Real-time ASKAP Fast Transients Survey (CRAFT; Bannister 2017) data processing pipeline, which runs on the OzStar supercomputer at the Centre for Astrophysics and Supercomputing at Swinburne University of Technology. Upon detecting an FRB candidate, raw voltages are read out from ASKAP buffers, transferred to OzStar, and processed by CELEBI, the CRAFT Effortless Localisation and Enhanced Burst Inspection Pipeline (Scott et al. 2023). This pipeline identifies the FRB in images and performs coherent beamforming, polyphase filterbank inversion, and coherent dedispersion to produce X and Y polarization complex voltages at $(336 \mathrm{MHz})^{-1} \approx 3 \mathrm{~ns}$ resolution.

The DM structure-optimizing method extracts a $\pm 5 \mathrm{~ms}$ window about the center of the FRB, which is automatically identified by CELEBI within the 3.1 s of voltage data. It then redisperses the data over a range of $\Delta \mathrm{DM}$ about the nominal DM identified by the real-time detection pipeline, according to Equation (20). Typically, this range is $\pm 2 \mathrm{pccm}^{-3}$ in intervals of $0.01 \mathrm{pc} \mathrm{cm}^{-3}$. For each redispersion trial, the time series $i=|X|^{2}+|Y|^{2}$ is calculated, integrated to a resolution of $1 \mu s$, and operated on according to Section 2, using an $O=3$ lowpass filter.

Both the maximized structure and its uncertainty are calculated for a range of $k_{c}$. A nominal value of $k_{c}, k_{\text {nom }}$, is first found as the smallest $k$ with power below the noise level, which is estimated from the mean power in the upper $50 \%$ of $k$ values. The range of $k$ investigated is then $k_{\text {nom }} \pm 100$. The used value of $k_{c}$ is that resulting in the smallest $68 \%$ confidence interval for $\Delta \mathrm{DM}$, represented by the smallest vertical distance between the dashed lines in Figure 8. Once the structure-
maximizing value has been identified, the relative uncertainty can be calculated according to Equation (9), allowing confidence intervals of $\triangle \mathrm{DM}$ to be calculated according to Equation (11). This process takes approximately 15 min to run for each FRB. We note that the optimum values of $k_{c}$ found this way (and the resulting structure-optimized DMs) are very close to, but not exactly the same as, the values of $k_{c}$ chosen by eye.

## 5. Conclusion

We demonstrated that computing the structure parameter using the 2-norm, $\sqrt{\Sigma(d / d t)^{2}}$, permits a direct calculation of the uncertainty of the resulting structure parameter. The uncertainty of the first derivative of the smoothed data is calculated by taking the difference between the structure parameter of the smoothed data and the structure parameter of the "double-smoothed" data. The latter can be obtained easily by taking the smoothed data (before taking the derivative) and plugging it back as the input to the algorithm. We have also shown how to use this uncertainty for statistical tests for different intrinsic structures between two filtered signals.

This method was applied to FRB 20181112A and FRB 20210117A. In the case of FRB 20181112A, the DM that produces the highest $\mathrm{S} / \mathrm{N}$ is the same as that with the highest structure within an uncertainty in $\triangle \mathrm{DM}$ of $-0.006 \mathrm{pccm}^{-3},+0.009 \mathrm{pccm}^{-3}$. As for FRB 20210117A, the highest structure occurred at a $\mathrm{DM}=729.1_{-0.27}^{+0.25} \mathrm{pc} \mathrm{cm}^{-3}$, compared to the signal-to-noise maximizing DM of $729.2 \mathrm{pc} \mathrm{cm}^{-3}$.


Figure 7. The top left panel shows the mean intensity over frequency of FRB 20210117A at $\Delta \mathrm{DM}=0 \mathrm{vs}$. time. The middle left panel is the dynamic spectrum of FRB 20210117A at $\Delta \mathrm{DM}=0$ at $50 \mu$ s resolution. The bottom left panel shows intensities vs. time and $\Delta \mathrm{DM}$ of FRB 20210117A data at $1 \mu \mathrm{~s}$ resolution before filtering. The top right panel shows the DCT spectrum of FRB 20210117A. The middle right panel reports the structure parameters of the recovered signal. The bottom right panel shows the difference between the right- and left-hand sides of Equation (11); the error bounds are inferred from the zero crossings.


Figure 8. Structure-maximizing $\Delta \mathrm{DM}$ (solid) and $68 \%$ error bounds (dashed) for FRB 20210117A as a function of filter cutoff $k_{c}(O=3)$.
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## Appendix

We now briefly discuss other definitions of structure parameters: $\Sigma(d / d t)^{2}$ (Hessels et al. 2019), $\Sigma|d / d t|$ (Gajjar et al. 2018), and $\Sigma(d / d t)^{4}$ (Josephy et al. 2019). We note that $\Sigma|d / d t|$ is the 1-norm of the vector derivative of the smoothed data (Strang 2019, see Ch.1). This means the triangle inequality is fulfilled, $\|\boldsymbol{x}+\boldsymbol{y}\|_{1} \leqslant\|\boldsymbol{x}\|_{1}+\|\boldsymbol{y}\|_{1}$ and the upper bound is defined. However, the inner product is not defined in the 1 -norm (Strang 2019, see Ch.1). As a result, the corresponding lower bound cannot be shown to be that in Equation (8) for the 2-norm case. ${ }^{7}$ Furthermore, we are not able to relate the standard deviation estimate, such as Equation (6)

[^2]in the 2 -norm, to a corresponding statistical quantity in the 1-norm.
$\Sigma(d / d t)^{2}$ and $\Sigma(d / d t)^{4}$ do not conform to the norm definition because they are missing $\sim$ and $4 \sim$ operators, which would have made them 2-norm and 4-norm, respectively (Laub 2005, see Ch. 7). Therefore, for these definitions, the triangle inequality does not apply and we are not able to establish the bounds of the summation of two vectors.

In Gajjar et al. (2018), the uncertainty of the structure parameter was inferred from the off-pulse system noise. This assumes that the noise during the FRB pulse is the same as that of the system noise. However, it is entirely possible that the FRB pulse is noise-like and hence the on-pulse noise is different from the off-pulse noise. In fact, the noise statistics of the FRB is in itself an interesting subject for study, and therefore, it is desirable that the uncertainty be inferred from that same on-pulse data.
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[^0]:    

    Original content from this work may be used under the terms of the Creative Commons Attribution 4.0 licence. Any further distribution of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

[^1]:    $\overline{6}$ i.e., such that $\mathrm{DM}=\int n(e)(1+z)^{-1} d \ell$ for electron density $n(e)$ and unique signal propagation path $d \ell$.

[^2]:    7 One can use the reverse triangle inequality to show $\|\boldsymbol{x}-\boldsymbol{y}\|_{1} \geqslant\left|\|\boldsymbol{x}\|_{1}-\|\boldsymbol{y}\|_{1}\right|$, but this is not the same as establishing the lower bound of $\|\boldsymbol{x}+\boldsymbol{y}\|_{1}$.

