
Emotional Scenes as Context in Emotional Expression Recognition:
The Role of Emotion or Valence Match

Lachlan Bryce1, Georgia Mika2, Belinda M. Craig3, Ursula Hess4, and Ottmar V. Lipp1, 2
1 School of Population Health, Curtin University

2 School of Psychology and Counselling, Queensland University of Technology
3 Faculty of Heath Sciences and Medicine, Bond University

4 Department of Psychology, Humboldt University

Emotion recognition is influenced by contextual information such as social category cues or background
scenes. However, past studies yielded mixed findings regarding whether broad valence or specific emotion
matches drive context effects and how multiple sources of contextual information may influence emotion
recognition. To address these questions, participants were asked to categorize expressions on male and
female faces posing happiness and anger and happiness and fear on pleasant and fearful backgrounds
(Experiment 1, conducted in 2019), fearful and disgusted expressions on fear and disgust eliciting
backgrounds (Experiment 2, conducted in 2022), and fearful and sad expressions on fear and sadness
eliciting backgrounds (Experiment 3, conducted in 2022). In Experiment 1 (where stimuli varied in
valence), a broad valence match effect was observed. Faster recognition of happiness than fear and anger
was more pronounced in pleasant compared to fearful scenes. In Experiments 2 and 3 (where stimuli were
negative in valence), specific emotion match effects were observed. Faster recognition occurred when
expression and background were emotionally congruent. In Experiments 1 and 3, poser sex independently
moderated emotional expression recognition speed. These results suggest that the effect of emotional scenes
on facial emotion recognition is mediated by a match in valence when broad valence is task-relevant.
Specific emotion matches drive context effects when participants categorize expressions of a single valence.
Looking at the influence of background contexts and poser sex together suggests that these two sources of
contextual information have an independent rather than an interactive influence on emotional expression
recognition speed.
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Facial expressions of emotion are important in regulating social
interactions in everyday life (Niedenthal & Brauer, 2012). Happy
smiles or sad frowns signal that the expresser can be safely
approached, whereas an expression of anger suggests someone to be
avoided. However, like any social signal, facial expressions do not
occur in a vacuum. Their meaning and the manner in which they are
perceived are influenced by contextual information. Information that

contextualizes emotional expressions can be derived from a poser’s
face (Hess et al., 2009; Hugenberg & Sczesny, 2006; Lipp et al.,
2015) or body posture (Meeren et al., 2005), from the physical
environment in which the posers are encountered (Kastendieck et
al., 2021; Leppänen & Hietanen, 2003; Righart & de Gelder, 2008a,
2008b), from a poser’s voice (de Gelder & Vroomen, 2000), or from
knowledge we have about the poser (Diéguez-Risco et al., 2013;
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Lindeberg et al., 2019; for a review, see Wieser & Brosch, 2012).
Given the wealth of information about the factors that can affect
expression perception, it is important to determine the mechanisms
that mediate the influence of contextual cues on facial emotion
recognition and the manner in which different sources of contextual
information interact. The current research was designed to address
some of these issues.
Contexts can affect the perception of and the reaction to emotional

expressions in different ways. On one hand, situational context or
knowledge about an expresser’s likely emotional reactions can allow
observers to disambiguate ambiguous expressions using perspective-
taking (Hess & Hareli, 2016). Conversely, on a perceptual level,
facial morphology can facilitate the perception of some emotions
and hinder the perception of others (Hess et al., 2009). Also on the
perceptual level, emotion recognition speed may be facilitated when
context and emotional expression match by making the relevant
emotion categories more easily accessible (Zhang et al., 2013). To
assess the effects of different sources of contextual information, we
investigated the effects of both social category cues and context cues
on emotion recognition speed.
Past research from our laboratory and others has investigated the

effects of social category cues that are easily derived from a face,
such as sex, age, or ethnicity, on emotion recognition speed (Bijlstra
et al., 2010; Craig & Lipp, 2018; Hugenberg, 2005; Hugenberg &
Sczesny, 2006; Lipp et al., 2015). This research confirmed that
expressions of happiness are recognized faster than expressions of
anger or other negative emotions (Craig, Koch, & Lipp, 2017) on
faces that are female, young, or from the ethnic ingroup, but not on
faces that are male, old, or from the ethnic outgroup (Craig & Lipp,
2018; Craig, Zhang, & Lipp, 2017; Lipp et al., 2015). Research has
proposed a number of mechanisms for the influence of social
category information on emotion recognition, including the role of
facial structure (e.g., Becker et al., 2007; Hess et al., 2009; see Craig
& Lee, 2020 for a review), stereotypes about social groups (Bijlstra
et al., 2010, 2019), and broad social evaluations (Hugenberg, 2005;
Hugenberg & Sczesny, 2006).
The effect of facial social category cues on this happy advantage

is most comprehensively explained within Hugenberg’s (2005)
evaluative congruence account, which stipulates that the perception
of a relatively positively evaluated social category cue will facilitate
the recognition of a positively valenced expression. This has been
concluded as the same categorization patterns have been observed in
tasks where participants categorize expressions (such as anger) that
are both evaluatively and stereotypically congruent with a particular
social group; for example, men are evaluated as relatively negative
compared to women (Eagly et al., 1991) and are stereotyped as more
aggressive (Plant et al., 2000), as well as evaluatively congruent but
stereotypically incongruent emotions like sadness; for example,
women are relatively positively evaluated (Eagly et al., 1991) but are
more likely to be associated with sadness than men (Plant et al.,
2000). Finding faster categorization of happiness than anger as well
as happiness than sadness on female versus male faces aligns
with the evaluative congruence account. Further evidence for the
role of evaluations over facial structure comes from studies showing
that emotion categorization of the same faces depends on the social
context in which they are encountered. Happiness is recognized
faster on Caucasian male faces when presented among African
American male faces (Lipp et al., 2015) or Chinese male faces
(Craig, Zhang, & Lipp, 2017) but not when the sameCaucasian male

faces are presented among female faces (where the male category
becomes relatively negatively evaluated).

Studies have found that sex or racial stereotypes (Bijlstra et al.,
2010) can also influence emotion recognition, but only in contexts
where broad positive–negative valence is not task-relevant. For
example, the effect of stereotypes on emotion recognition has been
observed in tasks where participants categorize sadness versus anger
(two negatively valenced expressions) on male and female faces.
Participants are faster to categorize sadness than anger on female
faces and anger than sadness on male faces (Bijlstra et al., 2010).
These studies demonstrate that, where broad positive–negative
valence is task-relevant, social category valence takes precedence,
but stereotypic associations can also influence the speed of emotion
recognition when valence is not primed by the task.

Beyond the face, the influence of environmental cues on emotion
recognition speed has been investigated by immersing participants
in environments that differ in valence (Leppänen & Hietanen, 2003)
or by presenting the target faces embedded in emotion-provoking
scenes (Hietanen&Astikainen, 2013;Milanak&Berenbaum, 2014;
Righart & de Gelder, 2008a, 2008b; Xu et al., 2015, 2017; Zhang
et al., 2013). These studies have not only provided evidence that
environmental cues influence emotion perception but also have
generated a number of questions as to the mechanism/s that may
underlie the observed effects. As outlined in more detail in the
following section, most previous studies seem designed from a
discrete emotion perspective, utilizing emotional scenes and facial
expressions that represent the same discrete emotions, whereas others
are situated in a dimensional framework, selecting background stimuli
and facial expressions that match in valence but not necessarily in
discrete emotion. Our work on the effects of facial social category
cues and the evaluative congruence account would support the
latter approach, but a direct empirical test of which account best
encompasses context effects is currently lacking.

Emotion Versus Valence Match

A common approach to assessing context effects on emotion
recognition is to embed facial expressions in scenes with matching
or mismatching emotional content (i.e., a trash heap together with a
disgust face vs. a happy face). Using such a design, Righart and
de Gelder (2008a) found that happiness was recognized faster
when presented in happy or neutral scenes than in fear scenes,
but recognition of fear was not affected by scene emotion. In a
subsequent study, Righart and de Gelder (2008b) broadened the
range of expressions, presenting happy, fearful, and disgusted faces
in scenes aimed at eliciting these emotions. Using a three alternative
forced choice task, Righart and de Gelder (2008b) found faster
recognition of disgust in disgust and happy scenes than in fear
scenes, faster recognition of fear in fear and happy scenes than in
disgust scenes, and faster recognition of happiness in happy than
in fear scenes. Adding a secondary task to increase task load in
a second experiment, Righart and de Gelder (2008b) obtained a
stronger effect of specific emotion match in that emotion recognition
was faster for all three expressions in scenes that matched the
expressed emotion relative to the two scenes that mismatched.
Milanak and Berenbaum (2014) reported a similar emotion match
effect for the recognition of sadness, fear, and happiness, but not for
disgust.
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Zhang et al. (2013) varied whether expressions and scenes
were presented simultaneously or sequentially and found in the
simultaneous condition that recognition of disgust and happiness,
but not fear, was faster in scenes that matched the emotion than
in scenes that mismatched, yet no background effect emerged for
accuracy. In the sequential condition, recognition of fear and
disgust, but not happiness, was more accurate after matching scenes,
but no background effect emerged for recognition time. Xu et al.
(2015) also failed to find effects of emotion-matched scenes on the
speed or accuracy of recognizing fear or happiness. By contrast, an
effect of scene emotion on facial emotion recognition was observed
by Xu et al. (2017), who found that recognition of happy and fearful
faces was both more accurate and faster on emotion matching
than on mismatching scenes. These findings suggest that a match
between the discrete emotion elicited by a background scene and the
expressed emotion can facilitate emotional expression recognition;
however, it is also evident that the effect is inconsistent with regard
to which emotions were affected and whether the effect pertained
to accuracy or speed.
The above-cited research matched scenes and expressions by

discrete emotion category. That scene valence rather than discreet
emotion category can affect emotion recognition was shown by
Hietanen and Astikainen (2013). These authors presented pleasant
or unpleasant scenes from the International Affective Picture System
(IAPS), followed by happy or sad faces. The scenes used in this
study were selected based on their pleasantness and not on the
discrete emotion they conveyed. Emotion recognition was more
accurate and faster in the valence match than in the valence
mismatch conditions (marginally for recognition speed of sadness).
Thus, the results of Hietanen and Astikainen (2013) suggest that
valence match of background and facial expression may be
sufficient to support facilitated emotion recognition.
It should be noted that the interpretation of some studies that

utilized emotion matching between background scenes and expres-
sions is complicated by the fact that performance in the match
condition was compared to a mismatch condition created by
collapsing across all possible mismatches (e.g., happy and fear scenes
vs. disgust scenes for disgust recognition). This potentially confounds
the effects of scene valence with the effects of scene emotion, as,
depending on the combination of expressions and background scenes
used in the task, the influence of different combinations of positively
and negatively valenced backgrounds is combined to create the
“incongruent” condition (Milanak & Berenbaum, 2014; Zhang
et al., 2013).

Current Project

The above review of past work on emotional scene context effects
highlights a number of inconsistencies that require clarification.
First, the nature of the relationship between context emotion and
emotional expression that will lead to facilitated emotion recogni-
tion is unclear. Most past studies seem to be designed assuming that
the scene depicted in the context has to match the discrete emotion
expressed on the face; however, strong evidence for emotion
specificity seems limited; that is, it was evident in Xu et al. (2017)
and the second experiment by Righart and de Gelder (2008b), but
not in their first, and not in Milanak & Berenbaum (2014) or Righart
and de Gelder (2008a). Hietanen and Astikainen (2013), on the other
hand, found that a valence match was sufficient to enhance

recognition of happiness and (marginally) sadness. It should also be
noted that the majority of the past studies employed small samples
of 21 participants or fewer (see Milanak & Berenbaum, 2014, for
an exception), which may have limited their power.

Finally, it remains unclear whether and how multiple sources of
contextual information presented simultaneously can affect emotion
recognition speed. The majority of the past studies using emotional
scene backgrounds have employed male and female faces but did
not examine emotion recognition speed as a function of poser sex.
This is surprising as the influence of face sex on emotion recognition
speed is well documented (Becker et al., 2007; Craig & Lipp, 2017;
Hugenberg & Sczesny, 2006). For instance, happiness is very
consistently recognized more quickly and accurately on the faces of
women than men. The reverse has been shown for anger (Becker
et al., 2007; Hess et al., 2009), although anger superiority for men’s
faces is not always observed in speeded emotion recognition tasks
(Hugenberg & Sczesny, 2006; Lipp et al., 2015).

More recently, we (and others) have investigated how multiple
sources of contextual (social) information (e.g., poser race and sex,
poser sex and age) combine to influence emotion perception (e.g.,
Craig & Lipp, 2018; Lindeberg et al., 2019; Smith et al., 2017). In
the majority of previous studies, the multiple category cues have an
additive rather than an interactive influence on emotion recognition
speed and accuracy. For example, when the sex and the race of the
face are both varied, a Poser Sex × Facial Expression interaction and
a Poser Race × Facial Expression interaction were both observed in
the absence of a Poser Sex × Poser Race × Facial Expression
interaction. Investigating how two different sources of contextual
information on and outside the face may interact or combine (in this
case, focusing on poser sex and background scenes) is an extension
of this broader avenue of research. It remains unknown whether
and how the effects of emotional scene contexts and facial social
category cues combine.

The present research was designed to extend our understanding
of the manner in which emotional scenes and facial sex cues affect
the recognition of emotional expressions. Experiment 1 assessed
whether the influence of background scenes on emotion recognition
speed is driven by a match of discrete emotion elicited by a scene or
broad positive–negative valence elicited by the scene. To achieve
this, participants were asked to recognize either expressions of
happiness and fear or of happiness and anger presented in scenes
associated with happiness or fear across two tasks. If the facilitation
of emotion recognition is limited to discrete emotion matches, then
faster responding when face and background match should be
evident in the fear task but not in the anger task. If it is scene valence
match that is sufficient to facilitate emotion recognition, then
facilitated recognition when expression and scene are evaluatively
congruent should be evident in both fear and anger tasks.

To date, studies investigating scene context effects have included at
least one positive and one (sometimes multiple) negative expression,
possibly increasing the salience/relevance of broad positive–negative
evaluations (Bijlstra et al., 2010). As such, Experiments 2 and 3
aimed to further examine the role of specific emotion match in
single-valence tasks (i.e., where only negatively valenced expres-
sions and scenes are encountered) to determine whether specific
emotion match patterns are observed once the salience of broad
valence is removed. Participants were asked to categorize disgusted
and fearful expressions on disgust and fear eliciting backgrounds
(Experiment 2) or fearful and sad expressions on fear and sadness
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eliciting backgrounds (Experiment 3). If specific emotion match
effects are present when valence and specific emotions are
unconfounded in match and mismatch trials in the task design,
participants should be faster to categorize expressions when face and
background are congruent with regards to a specific emotion than
when face and background are incongruent. In all experiments, we
present male and female posers to assess the combined effects of
emotional scenes and facial sex cues on emotion recognition.

Experiment 1

Method

Participants

A power analysis (G-power; Faul et al., 2007) based on the
averaged effect sizes reported by Righart and de Gelder (2008b) for
Scene× Expression interactions (η2p = .35) suggested that to achieve
a power of .8 at α .05 to find a significant difference among 16
measurements (2 × 2 × 2 × 2 design; option “as in Cohen”) would
require 36 participants. However, as published effect size estimates
are often inflated, we decided to oversample by approximately 40%.
Fifty-two undergraduate students provided informed consent and
volunteered participation in exchange for course credit. After
exclusion of two participants for excessive errors (>20%) on one of
the categorization tasks, the final sample comprised 50 participants
(33 women and 17 men; age range: 17–28 years; Mage = 20.28;
SDage = 2.12). All participants had normal or corrected-to-normal
vision. Participants self-reported their ethnicity as Caucasian (33),
Asian (11), African (2), Indigenous Australian (1), or other (3). The
experimental protocol was approved by the Curtin University
Institutional Ethics Review Board (HRE2017-0348). Experiment 1
was conducted in 2019.

Apparatus, Materials, and Procedure

Participants completed the experiment in groups of up to four
using computers with a screen size of 1,920 × 1,080 pixels and a
refresh rate of 120 Hz. The tasks were controlled using Millisecond’s
Inquisit 4 (Inquisit, 2015). Pictures of 16 Caucasian posers, eight men
and eight women, were drawn from the NimStim face database
(Tottenham et al., 2009; Poses AN_O and HA_O, FE_O of models 1,
2, 3, 5, 6, 20, 21, 23, 24, 28) and the Montreal Set of Facial Displays
of Emotion (Beaupré & Hess, 2005; Poses 1, 2, and 4 of models 20,
22, 23, 25, 27, 28). Face images were edited to show only the face,
converted to grayscale, and resized to 187 × 240 pixels. Based on the
ratings provided byMikels et al. (2005), 16 color images were drawn
from the IAPS (Lang et al., 2008) to act as emotional background
scenes (fearful: 1,019, 1,052, 1,113, 1,200, 1,300, 1,930, 1,931,
9,600; pleasant:1 1,440, 1,460, 1,463, 1,710, 5,480, 5,760, 5,814,
7,502). Images were presented in color at a size of 1,024× 768 pixels.
During the recognition tasks, faces were presented centered on the
image backgrounds.
The experimental procedure comprised two expression categori-

zation tasks, one with happy and fearful and one with happy and
angry expressions, each completed twice, yielding two blocks per
task. Participants were instructed to look at the screen and to press
the “S” or “L” keys on a QWERTY keyboard as quickly as possible
to indicate whether the expression on the displayed face was
happy or fearful/angry. Response mapping was held constant for

a participant but counterbalanced across participants. During
each task, the question “Is the face happy or fearful/angry?” was
displayed above the location of the image/face compound, and the
reminders of the response buttons (e.g., “Press S for Angry” and
“Press L for Happy”) were presented in the left or right corners of the
screen below the image/face compound. Each block comprised 12
practice trials with response feedback and 128 test trials without
feedback, yielding 256 trials per task. Trials were separated by a
1,000-ms intertrial interval during which the text remained on screen
and consisted of the presentation of a centered fixation cross for 500
ms, followed by an image/face compound with simultaneous onset
presented for 3,000 ms, or until a response was made. Each task
employed eight different background images (four fearful and
four pleasant) and eight posers (four females and four males). Task
sequence was alternated and counterbalanced across participants,
as was the allocation of background images and posers to the tasks
and the match of response button to expression.

The emotion recognition tasks were followed by a rating task in
which participants rated the pleasantness of the background images
on a 7-point Likert scale and selected a label that best described
the emotion evoked by the scene. Labels provided were sadness,
contentment, happiness, fear, surprise, anger, and disgust.

Design and Analyses

Prior to analysis, data from the two blocks of each task were
combined. Trials with incorrect responses, recognition times faster
than 100 ms, or recognition times that differed from a participant’s
mean by more than 3 SDs were classed as errors and excluded
from the analysis of recognition times. Data from two participants
with more than 20% errors were excluded from analyses. Separate 2
(Task: fear vs. anger)× 2 (Background Emotion: pleasant vs. fear) ×
2 (Poser Sex: male vs. female) × 2 (Facial expression: happy vs.
angry/fearful) repeated measures analyses of variance (ANOVAs)
were conducted on response times and error data, respectively (across
experiments, the analysis of error data did not provide additional
information. In the interest of brevity, error rate analyses are reported
in Supplemental Material). Pairwise comparisons were conducted for
all significant interactions. Preliminary analyses revealed no effect
of task sequence or participant sex on task performance; hence, these
factors are not considered further.

Pleasantness ratings for the fearful and pleasant scenes were
averaged within category and subjected to a pairwise t test. Emotion
label assignments were summed across participants and averaged
across images such that a score of 50 would indicate that all
participants chose a particular label for a particular set of images (see
Supplemental Material for labeling of individual images).

In addition, Jeffreys-Zellner-Siow Bayes factor ANOVAs with
default priors were performed using the software package JASP
(JASP Team, 2024; Morey et al., 2016; Rouder et al., 2012). These
analyses provide information on how well different statistical
models, including each main effect and interaction, as well as all
combinations of these effects, fit the observed data by providing a

1 Mikels et al. (2005) did not include the label “happiness” in their study
on emotional categories for positive IAPS pictures but used the labels “awe,”
“excitement,” “contentment,” and “amusement.” To reflect this and to
enhance the distinction between emotional scenes and expression, we
decided to refer to these pictures as “pleasant.”
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Bayes factor (BF) for each model. The largest BF indicates the
model that best fits the data. BFs can also be interpreted using
conventions to indicate whether there is evidence for a given model
(Kass & Raftery, 1995). A BF10 between 1 and 3 suggests anecdotal
evidence, between 3 and 20 suggests positive evidence, between 20
and 150 provides strong evidence, and >150 suggests very strong
evidence for a model. BFs are also transitive (one BF can be divided
by the other to create a BF comparing the two models). This means
that two models can be compared to determine whether there
is greater evidence for one model over another given the
observed data.

Background Scene Ratings and Labeling

Participants rated the fear-eliciting background images as less
pleasant than the pleasant backgrounds,M = 1.99, SD = 0.62 versus
M = 5.97, SD = 0.44, t(49) = 32.34; p < .001; dz = 4.59. The eight
fear-related images were predominantly labeled as evoking fear
(M = 33.13, SD = 12.53), with two of the images also labeled as
evoking disgust (IAPS 1,019: 34 ratings) or sadness (IAPS 9,600: 31
ratings). Overall, fearful images were not consistently labeled
as evoking anger (M = 1.13, SD = 1.73), sadness (M = 4.00,
SD = 10.92), disgust (M = 8.25, SD = 11.42), surprise (M = 1.38,
SD = 1.06), happiness (M = 0.75, SD = 0.71), or contentment (M =
1.13, SD = 1.13). Pleasant images were predominately labeled as
evoking happiness (M = 27.38, SD = 13.57) or contentment

(M = 17.00, SD = 10.84), but not fear (M = 1.00, SD = 1.85), anger
(M = 1.13, SD = 0.35), sadness (M = 1.38, SD = 1.69), surprise (M =
3.00, SD = 4.57), or disgust (M = 0.13, SD = 0.35). These results are
consistent with the data provided by Mikels et al. (2005).

Emotion Recognition Speed

As shown in Figure 1, poser sex and background scene valence
affected the recognition of happy and angry/fearful expressions,
such that happiness was recognized faster when expressed by
women compared to men and anger/fear was recognized faster
when shown by men rather than women. Overall, happiness seemed
to be recognized faster, and this happy face advantage was more
pronounced for pleasant compared to fearful scenes. Most impor-
tantly, the overall pattern of results was remarkably consistent across
tasks.

The analysis confirmed this interpretation, yielding a main effect
for facial expression, F(1, 49)= 5.39, p= .024, η2p = .10, and Task×
Facial Expression, F(1, 49)= 11.66, p= .001, η2p = .19, Background
Emotion × Facial Expression, F(1, 49) = 10.18, p = .002, η2p = .17,
and Poser Sex × Facial Expression interactions, F(1, 49) = 47.82,
p < .001, η2p = .49. No other interactions involving the task factor
were significant, all F(1, 49) < 0.88, p > .353, η2p < .02. The Task ×
Facial Expression interaction reflected that angry expressions were
recognized faster than fearful expressions, F(1, 49)= 6.69, p= .013,
η2p = .12, whereas there was no difference in recognizing happy

Figure 1
Recognition Times for Happy or Fearful/Angry Expressions on Women’s and Men’s Faces as a Function
of Background Scene Emotion and Task in Experiment 1 (Error Bars Represent Standard Errors of the
Mean)

Note. See the online article for the color version of this figure.
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expressions between tasks, F(1, 49) = 0.23, p = .635, η2p = .01.
The Background Emotion × Facial Expression interaction was due
to faster recognition of happiness in pleasant compared to fear
backgrounds, F(1, 49) = 9.93, p = .003, η2p = .17, whereas there
was only a trend toward faster recognition of anger or fear in
fear backgrounds, F(1, 49) = 3.20, p = .080, η2p = .06. Finally,
the Poser Sex × Facial Expression interaction reflected faster
recognition of happiness than anger and fear shown by women,
F(1, 49)=32.67, p < .001, η2p = .40, but not men, F(1, 49) = 2.71,
p = .106, η2p = .05.
Although the Task × Background Emotion × Facial Expression

interaction was not significant on the preset level, F(1, 49) = 0.01,
p = .915, η2p < .01, we tested for Background Emotion × Facial
Expression interactions in each task, as these analyses are critical to
the research question under investigation. Consistent with the role
of broad valence, the Background Emotion × Facial Expression
interactions were significant for the fear, F(1, 49) = 5.30, p = .026,
η2p = .10, and for the anger task, F(1, 49)= 10.72, p= .002, η2p = .18.

Supplementary Bayesian Analyses

The largest BF emerged for the model, including the main effects
of task, poser sex, and facial expression, as well as Task × Facial
Expression and Poser Sex × Facial Expression interactions BF10 =
2.08 × 109. More consistent with the frequentist analyses, the model
with the next largest effect size also included the Background
Emotion × Facial Expression interaction (model: main effects of
task, background emotion, sex, facial expression, and interactions
of Task × Facial Expression, Background Emotion × Facial
Expression, and Poser Sex × Facial Expression, BF10 = 1.18 × 109).
Comparing the model with the largest BF10, including the three-way
Poser Sex × Background Emotion × Facial Expression interaction,
to the model with the largest BF10, including the two interactions of
Background Emotion × Facial Expression and Poser Sex × Facial
Expression, indicated that the model including the two two-way
interactions was over 66 times more likely than the model including
this three-way interaction, given the observed data.

Discussion

The results of Experiment 1 seem inconsistent with the notion that
effects of context scenes on emotion recognition speed are mediated
by a match in discrete emotions but rather seem driven by the match
between the valence of the scene and the expression. Across the
two tasks, the effect of the negative background scenes was uniform,
regardless of whether the faces expressed fear or not. However,
this conclusion is somewhat tempered by the fact that, unlike the
expression of happiness, which was recognized faster than fear or
anger on pleasant backgrounds, there was only a trend toward a
recognition advantage for the negative expressions on negative
backgrounds.
In addition, poser sex affected emotion recognition in that the

speed of recognizing happiness was faster than negative expressions
for women but not for men’s expressions. Finding a larger happy
advantage for women compared to men is well established (Lipp
et al., 2015). Supplementary Bayesian analyses suggested that an
additive model where sex and background emotion independently
influenced emotion recognition speed was a better fit for the data

than the interactive model (where sex and background emotion
interact to influence emotion recognition speed).

Experiment 2

Experiment 1 suggests that background scene valence rather than
the emotion match between background scene and facial expression
facilitates emotion recognition speed. Poser sex affected emotion
recognition speed independently of background scene. Previous
studies investigating the influence of social category cues like sex
and race on emotional expression have similarly found valence-
driven influences in dual-valence tasks (where participants categorize
a positive and a negative expression). Interestingly, the more
nuanced influences of gender and racial stereotypes, which are not
observed in dual-valence tasks, do emerge in single-valence tasks
(e.g., where participants categorize two negative expressions; see
Bijlstra et al., 2010, 2019). It is possible that both valence match and
specific emotion match can lead to context effects, and some of the
inconsistencies in the literature have arisen due to valence and
specific emotions being confounded in the setup of the experiment.

Experiments 2 and 3 aimed to further investigate specific emotion
match effects in single-valence tasks (i.e., where participants encounter
only negatively valanced expressions and scenes). If specific
emotion match effects are present when valence is held constant,
participants should be faster to categorize expressions when face
and background are congruent with regards to specific emotion
than when face and background are incongruent. Experiments 2
and 3 also aimed to determine whether context effects observed in
Experiment 1 generalized beyond the specific face stimuli used in
Experiment 1. As such, faces from another database (FACES
database; Ebner et al., 2010) were used.

Method

Participants

The approach to power analysis and target sample size reported in
Experiment 1 was used for Experiment 2 (target N = 36). Due to
pandemic conditions, the experiment was conducted online. As
online experiments result in higher data loss due to technical
problems and reduced participant compliance, 100 positions were
available for participation. Rather than terminating the experiment
once the quota was hit, students who had already signed up were still
given the opportunity to earn course credit. Eighty-three undergrad-
uate students (70 females, 10 males, 3 other, age range: 17–57 years,
Mage = 20.07, SDage = 5.64) provided informed consent and
provided some response time and/or rating data in exchange for
course credit. As expected, there was a higher rate of incomplete
data and more errors in the response time task. Twenty-three
participants either provided an incomplete data set or had an overall
error rate of >20% and were excluded from these analyses. The final
sample for the response time task consisted of 60 participants (51
females, 9 males, age range: 17–57,Mage= 20.43, SDage= 6.06). All
participants had normal or corrected-to-normal vision. Participants
self-reported their ethnicity as Caucasian (43), Asian (8), African
(2), Indigenous Australian (1), or other (6). The experimental
protocol was approved by the Queensland University of Technology
Institutional Ethics Review Board (Human Research Ethics
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Application 2022-5019-8378). Experiment 2 was conducted
in 2022.

Apparatus, Materials, and Procedure

Participants completed the experiment online on their own
desktop computer or laptop. The tasks were controlled using
Millisecond’s Inquisit 6Web (Inquisit, 2022). Unlike Javascript and
HTML-based online testing platforms that have been associated
with more variable and less precise response time measures (e.g.,
Anwyl-Irvine et al., 2021; Bridges et al., 2020), Inquisit Web 6
installs a small app locally on participants’ computers, allowing for
precise stimulus presentation timing and response time recording.
Pictures of 16 Caucasian posers, eight men and eight women, were
drawn from the FACES database (Ebner et al., 2010); poses of fear
and disgust were selected for the following models: female: 10, 20,
28, 48, 54, 63, 115, and 152; male: 8, 13, 25, 57, 62, 89, 105,
and 153. The images were presented at the center of the screen at
20% of the screen height of the device used by the participant. Four
fear-related (1,052, 1,200, 1,300, 1,931) and four disgust-related
(7,380, 9,300, 9,570, 9,830) images were selected from the IAPS
(Lang et al., 2008) to be employed as emotional background scenes.
These images were selected after reviewing Mikels et al.’s (2005)
validated ratings of discrete emotional content. Each image was
presented simultaneously on the screen four times (in a 2 × 2 grid
centered on the middle of the screen) to avoid that the face image
obscured the scene content. The grid of contextual images was
presented at 60% of the participant’s screen size behind the face
image. Scenes and face images were presented in color.
Participants completed one categorization task. They were

instructed to categorize the facial expression in the center of the
screen as fear or disgust by pressing the “S” or “L” keys on their
keyboard as quickly and accurately as possible. Response mapping
was counterbalanced across participants. Reminders of the response
buttons (e.g., “Press S for Disgusted” and “Press L for Fearful”)
were presented in the bottom left and right corners of the screen for
the duration of the task.
The first block of trials consisted of 12 practice trials with

response feedback. After completion of the practice trials,
participants were presented with two blocks of 128 trials. In total,
participants completed 256 trials without response feedback. Faces
were divided into two sets (four female and four male faces in
each set). Within each block, each of these eight faces that expressed
either fear or disgust was combined with each of the eight
backgrounds (four fearful, four disgust), resulting in 128 trials.
Between experiment blocks, the same backgrounds were used, but
the other set of faces was presented matched to backgrounds in
the same manner. Block sequence was counterbalanced, and trial
sequence was randomized within each block. By the end of the
task, each participant was exposed to each face expressing fear and
disgust on each background. On each trial, a fixation cross was
presented at the center of the screen for 500 ms, followed by the
background-face composite image, which remained on the screen
until a response was made, or for 3,500 ms. There was a 1,000-ms
intertrial interval.
Backgrounds were rated as described in Experiment 1. At this

point, demographic information was collected. This information
included each participant’s age, sex, ethnicity, and the type of device
they used to complete the experiment.

Design and Analyses

Data processing proceeded as in Experiment 1. Response times
and error rates were submitted to a 2 (Facial Expression: disgust vs.
fear) × 2 (Poser Sex: male vs. female) × 2 (Background Emotion:
fear vs. disgust) repeated measures ANOVAs. Pairwise compar-
isons were conducted for all significant interactions. Preliminary
analyses revealed no effect of task sequence or participant sex on
task performance. As such, these factors are not considered further.

As in Experiment 1, pleasantness ratings for the fear and disgust
scenes were averaged within category and subjected to a pairwise t
test. Emotion label assignments were added across participants
and averaged across images such that a score of 60 would indicate
that all participants chose a particular label for a particular set
of images (see Supplemental Material for labeling of individual
images).

Results

Context Image Ratings and Labeling

Participants rated the disgust background images (M= 1.78, SD=
0.68) as less pleasant than the fear backgrounds (M = 2.87, SD =
1.03), t(59) = 8.37, p < .001, dz = 1.08. The most common label
given to all four fear-eliciting images was “fear” (M = 45.50, SD =
4.45). The next most common label was surprise (M = 4.25, SD =
2.63), followed by anger (M = 3.50, SD = 3.87). The images
selected to elicit fear did not elicit sadness, (M = 0.25, SD = 0.50),
contentment, (M = 2.50, SD = 2.38), happiness, (M = 1.75, SD =
0.96), or disgust (M = 2.75, SD = 3.59). Disgust images were most
frequently labeled as disgust, with this being the most frequent label
given to all four images (M= 46.00, SD= 13.24). One of the disgust
images (IAPS 9,470) was also frequently interpreted as sad (22
participants vs. 29 participants who selected disgust). On average,
sad was the next most common emotion label (M = 6.25, SD =
10.59), followed by anger (M = 3.25, SD = 3.95). Images were not
interpreted as contentment (M = 0.75, SD = 0.96), happiness (M =
0.25, SD = 0.50), fear (M = 2.75, SD = 0.50), or surprise (M = 0.75,
SD = 0.96). These results are consistent with the data provided by
Mikels et al. (2005).

Emotion Recognition Speed

As shown in Figure 2, consistent with the specific emotion
match account, background emotion affected the recognition speed
of fear and disgust expressions, such that participants were faster
to recognize both fearful and disgust expressions when the
background was emotionally congruent than when the background
was incongruent. Overall, participants were also faster to recognize
disgust than fear expressions, F(1, 59) = 34.51, p < .001, η2p = .37.
Consistent with a context effect, there was a significant interaction
between facial expression and background emotion, F(1, 59) =
11.74, p = .001, η2p = .17. Comparisons conducted to follow up on
this significant interaction indicated that participants were faster to
categorize disgust faces in both disgust, F(1, 59) = 38.34, p < .001,
η2p = .39, and fearful backgrounds, F(1, 59) = 10.04, p = .002, η2p =
.15, but the effect was significantly larger in disgust backgrounds.
No other effects were significant, F < 1.87, p > .177, η2p < .03.
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Supplementary Bayesian Analyses

Consistent with the frequentist approach, the model with the
largest BF was the model including the main effects of facial
expression and background and the Facial Expression × Background
Emotion interaction, BF10 = 7.84 × 1011. The model with the largest
BF including Poser Sex × Facial Expression and Background
Emotion × Facial Expression interactions, BF10 = 3.06 × 1010, was
29.82 times more likely than the model, including the three-way
Poser Sex × Facial Expression × Background Emotion interaction
given the observed data.

Discussion

As predicted, consistent with the specific emotion match
explanation, a background context effect was observed in the
context of a single-valence task. Participants were faster to categorize
expressions on emotionally congruent backgrounds than incongruent
backgrounds. These results suggest that specific emotion congruence
effects can be observed in contexts where broad valence is not task-
relevant. Unlike Experiment 1, however, Experiment 2 found no
influence of face sex on emotion categorization. Although fear
expressions have been found to be more stereotypically associated
with women than men (Plant et al., 2000), there was no influence
of poser sex on emotion categorization speeds in this experiment.
This may suggest that when only fear and disgust expressions are
encountered in a task, no strong automatic stereotypic association
between men or women and fear or disgust was elicited. Another
possibility is that the inclusion of negative background scenes
reduced the influence of gender stereotypes on emotion recognition

previously observed in single-valence tasks (Bijlstra et al., 2010).
The failure to find a poser sex effect on emotion categorization is not
due to the relatively lower percentage of male participants in the
sample of Experiment 2. The poser sex effects found in Experiment
1 (and Experiment 3—see the following section) are still evident if
data from female participants only were analyzed.

Experiment 3

The aim of Experiment 3 was to replicate and extend the specific
emotion-match context effect observed in Experiment 2 beyond the
specific backgrounds and emotions used in Experiment 2. Selecting
a different combination of emotions also provides the opportunity
to further explore the interaction between sex and emotion in a
task where background contexts are also varied to confirm the
finding of Experiment 1 that Poser Sex × Facial Expression effects
are independent of background effects. As such, in Experiment 3,
participants categorized fearful and sad expressions placed on
backgrounds eliciting fear or sadness. Sadness is an ideal negative
emotion to investigate further, as it is stereotypically linked to
women (Plant et al., 2000). Sadness has also been used successfully
in past research investigating the influence of gender stereotypes
on emotion recognition (Bijlstra et al., 2010).

Method

Participants

Sample size was determined as for Experiment 2; however, as this
experiment was conducted toward the end of the semester and we

Figure 2
Recognition Times for Disgust and Fear Expressions on Women’s and Men’s Faces as a Function
of Background Scene Emotion and in Experiment 2 (Error Bars Represent Standard Errors of the
Mean)

Note. See the online article for the color version of this figure.
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did not want to prevent participants from obtaining their course
credit, we did not close recruitment once the target sample size
was reached. A total of 114 participants gave informed consent
and provided some response time and ratings data for the current
experiment (83 female, 27 male, 2 nonbinary, 2 chose not to
disclose, age range: 16–52 years, Mage = 21.65, SDage = 6.39). The
majority of the sample identified as Caucasian (80), followed by
Asian (16), African (4), Indigenous Australian (4), or other (7).
Three participants chose not to disclose their ethnicity. After
removing participants who provided incomplete data sets or who
had error rates>20%, 97 participants’ data were included in the final
analyses (age range: 16–52, Mage = 22.02, SDage = 6.77). There
were 72 women, 23men, one nonbinary person, and one person who
did not disclose their sex. The majority of participants identified as
Caucasian (67), followed by Asian (13), African (4), and Indigenous
Australian (4). Seven participants nominated another ethnicity, and
two did not disclose their ethnicity. The procedure for Experiment
3 was approved by the Queensland University of Technology
Institutional Ethics Review Board (HREA 2022-5019-8378).
Experiment 3 was conducted in 2022.

Apparatus, Materials, and Procedure

Experiment 3 proceeded as did Experiment 2 with the following
differences. The same posers were presented; however, disgust
expressions were replaced with each poser’s sad expression. The
four disgust scenes were replaced with four scenes eliciting sadness
(2,053, 3,230, 3,350, 9,000), and four new fear scenes were selected
(1,110, 1,113, 1,301, 1,930) from the IAPS (Lang et al., 2008) to be
employed as emotional background scenes. These images were
selected after reviewing Mikels et al.’s (2005) validated ratings of
discrete emotional content.

Design and Analyses

Data processing proceeded as in Experiment 2. Response times
and error rates were submitted to a 2 (Facial Expression: sad vs. fear)
× 2 (Poser Sex: male vs. female) × 2 (Background Emotion: fear vs.
sadness) repeated measures ANOVAs. Pairwise comparisons were
conducted for all significant interactions. As preliminary analyses
revealed no effect of task sequence or participant sex on task
performance, these factors are not considered further.
As in Experiment 1, pleasantness ratings for the fearful and sad

scenes were averaged within category and subjected to a pairwise t
test. Emotion label assignments were added across participants
and averaged across images such that a score of 97 would indicate
that all participants chose a particular label for a particular set of
images (see Supplemental Material for labeling of individual
images).

Results

Context Image Ratings and Labeling

Participants rated the sad background images (M = 2.14, SD =
0.72) as less pleasant than the fear backgrounds (M = 2.72, SD =
0.86), t(96) = 7.83, p < .001, dz = 0.80. The most common label
given to all four fear-related images was “fear” (M = 67.00, SD =
12.49). The next most common emotion ascribed was surprise (M =
15.25, SD = 3.69), followed by contentment (M = 7.00, SD = 6.93).

Images were not recognized as conveying sadness (M = 1.00,
SD = 1.15), happiness (M = 0.75, SD = 1.5), anger (M = 3.75, SD =
4.99), or disgust (M = 2.25, SD = 1.71). All four sad images were
most frequently labeled as sad (M = 75.25, SD = 19.29). One of the
sad images (9,000—cemetery) was also frequently interpreted as
fear (23 participants) or contentment (21 participants) compared to
47 who selected sad. So, on average, fear was the next most common
emotion ascribed (M = 9.50, SD = 9.14), followed by contentment
(M = 6.25, SD = 9.81). Images were not recognized as eliciting
happiness (M = 1.75, SD = 1.50), surprise (M = 1.00, SD = 0.82),
anger (M = 0.50, SD = 0.58), or disgust (M = 2.50, SD = 2.08).
These results are consistent with the data provided by Mikels
et al. (2005).

Emotion Recognition Speed

As shown in Figure 3, consistent with the specific emotion match
account, background emotion affected the speed of recognizing
fearful and sad expressions, such that participants were faster to
recognize both fearful and sad expressions when the background
was emotionally congruent than when the background was
incongruent. Additionally, the sex of the face moderated the speed
of recognizing fearful versus sad expressions.

Looking at the results of the repeated measures ANOVA, there
was a main effect of facial expression such that participants were
faster to recognize sad than fearful expressions, F(1, 96) = 5.98,
p = .016, η2p = .06. A main effect of poser sex also emerged, such
that expressions were recognized faster on female than on male
faces, F(1, 96) = 16.29, p < .001, η2p = .15. These effects were
moderated by a significant Poser Sex × Facial Expression
interaction, F(1, 96) = 15.76, p < .001, η2p = .14, which emerged
as participants were significantly faster to categorize sad compared
to fearful expressions on female faces, F(1, 96) = 20.33, p < .001,
η2p = .18, but not on male faces, F(1, 96) = 0.10, p = .759, η2p < .01.
Consistent with the emotion match account, there was a significant
Background Emotion × Emotional Expression interaction, F(1, 96) =
11.22, p = .001, η2p = .10. Follow-up comparisons indicated that
participants were faster to categorize sadness than fear on sadness
eliciting backgrounds, F(1, 96)= 11.26, p= .001, η2p = .11, but not on
fear eliciting backgrounds, F(1, 96) = 0.83, p = .364, η2p = .01. No
other effects were significant, F < 0.80, p > .372, η2p < .01.

Supplementary Bayesian Analyses

The model with the largest BF was the one including the main
effects of facial expression and poser sex and the Facial Expression
× Poser Sex interaction, BF10 = 2.16 × 106. The next strongest
model included the main effects of background emotion, poser sex,
and facial expression, as well as Background Emotion × Facial
Expression and Poser Sex × Facial Expression interactions,
BF10 = 334263.79. Comparing this additive model to the model
including the three-way Poser Sex × Background Emotion × Facial
Expression interaction (BF10 = 5546.18), it was indicated that the
model including the two-way Poser Sex × Facial Expression and
Background Emotion × Facial Expression interactions was 60.26
times more likely than the model including the three-way interaction
given the observed data.
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Discussion

As predicted, consistent with Experiment 2, a specific emotion
match effect was observed in Experiment 3. When categorizing
fearful and sad expressions placed on fear and sadness-related
backgrounds, participants were faster to recognize sadness when
face and background were congruent than when they were
incongruent. Unlike in Experiment 2, but consistent with
Experiment 1, poser sex also independently moderated the
speed of emotion recognition. Participants were significantly faster
to categorize sad than fearful expressions on female faces, but not
on male faces.

General Discussion

The aims of the present study were twofold. First, this study
aimed to investigate whether the broad valence or specific emotion
elicited by background scenes drove the influence of contextual
scenes on emotion recognition speed. It was predicted that if
facilitation of emotion recognition speed is limited to discrete
emotion matches, then faster recognition should be evident only for
expressions that specifically match the emotion elicited by the
background. If it is scene valence match that facilitates emotion
recognition, then the same background context effects should be
evident for both fear and anger. The results of Experiment 1
demonstrate that broad valence match, and not specific emotion
match, drives context effects in tasks where broad positive–negative
valence is task-relevant (i.e., in a dual-valence task). Experiments 2
and 3 demonstrate that specific emotion match does drive context

effects where broad valence is not relevant to the participant’s task
(i.e., in a single-valence task).

The second aim of this study was to clarify how background scene
contexts and social information on the face (i.e., poser sex) may
combine to influence emotion perception. Although many past
studies have included female and male posers, none had included
this variable in analysis. In Experiments 1 and 3, emotion recognition
speed was affected by poser sex. In Experiment 1, happiness was
detected faster than anger or fear when expressed by women but not
when expressed by men. In Experiment 3, where only negative
expressions were presented, participants were faster to categorize
sadness than fear on female faces, but not male faces. In both cases,
there was no higher order interaction of poser sex, background context,
and emotional expression, suggesting that poser sex and background
context had independent influences on emotion recognition speed.
Supplementary Bayesian analyses supported this interpretation.

Considering the findings within the broader literature, the finding
that broad valence, but not specific emotion match, influenced the
speed of emotion recognition where broad valence is task-relevant is
consistent with a number of previous studies investigating context
effects with both positive and negative expressions (e.g., Hietanen&
Astikainen, 2013; Zhang et al., 2013). To our knowledge,
Experiments 2 and 3 were the first to investigate context effects
using a single-valence task design. Consistent with the broader
literature investigating the influence of the stereotypic associations
between face sex and ethnicity on emotion perception (Bijlstra et al.,
2010), specific emotion effects are not observed in dual-valence
tasks but emerge in a single-valence task once the evaluative
dimension is no longer made salient.

Figure 3
Recognition Times for Fearful and Sad Expressions on Women’s and Men’s Faces as a Function of
Background Scene Emotion and in Experiment 3 (Error Bars Represent Standard Errors of the
Mean)

Note. See the online article for the color version of this figure.
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Implications for Theory

These results suggest a possible hierarchy of influences of both
social and scene-based contextual factors. Findings suggest that
broad positive–negative evaluations of scenes and social cues drive
the influence of contextual information on emotion recognition
speed over and above specific emotion or stereotype congruence
in situations where both positive and negative expressions are
encountered. The influence of congruence between specific negative
emotions arises once the valence is no longer task-relevant. These
findings are consistent with the idea that both contextual scenes and
social stimuli like faces are processed first at the global level (based
on broad valence) before being processed at the specific level
(i.e., distinguishing between specific negative emotions). The idea
that emotional reactions progress from global (broad evaluation) to
specific has been promoted by Ruys and Stapel (e.g., see Ruys &
Stapel, 2008, though empirical evidence was subsequently retracted
due to fraudulent data; Ruys& Stapel, 2012). The idea that evaluation
occurs early in the processing of and response to emotional stimuli
prior to differentiation of specific emotions is also consistent with
certain appraisal theories like the multicomponent process model
(Scherer & Moors, 2019). It is also consistent with the idea that basic
affective responding is a core process preceding the construction of
the meaning of specific emotions within constructionist theories of
emotion (e.g., Barrett, 2006). The idea of primacy of valence before
specific emotion when it comes to the influence of contextual
information on emotion recognition speed is borne out in these data.
The finding that poser sex independently influenced emotion

perception along with background context also replicates and
extends findings from the previous literature. Only a few studies
have focused on investigating the concurrent influence of multiple
sources of contextual information on emotion perception, mainly
focusing on the influence of multiple social cues in the face (e.g.,
race and sex, age and sex; Craig & Lipp, 2018; Lindeberg et al.,
2019; Smith et al., 2017; Tipples, 2023). Supplementary Bayesian
analyses conducted for the current research suggest that background
scenes and poser sex have an additive influence, both independently
influencing the speed of recognizing emotional expressions. This is
consistent with past studies investigating how multiple concurrently
present social cues (i.e., race and sex, or age and sex) influence
emotion recognition speed and accuracy (Craig & Lipp, 2018).

Limitations

The findings of the present study must be considered within the
context of certain limitations. Background images were selected
with the goal of eliciting specific emotions, though there was some
variability in the interpretation of emotional content from the
background. Overall, the majority of participants interpreted the
emotional content of the image in line with the intended emotion
category, but there were some participants who interpreted the
image as representative of a different specific emotion or sometimes
even a different valence altogether. Although this variability is
unlikely to pose an alternative explanation for the results, where
participants construed the background as having a different meaning
than intended, this may have added noise to the influence of contexts
on face recognition speed.

While Experiment 1 was conducted in the laboratory, Experiments
2 and 3 were conducted online. Conducting experiments online
comes with increased ease in accessing participants, but also an
increase in participants who provide incomplete data sets. This can be
observed when comparing the number of excluded participants in
Experiment 1 versus Experiments 2 and 3. Conducting experiments
online also comes with less control over the testing environment.
Participants complete the experiment in an environment uncontrolled
by the experimenter, and screen size and resolution will vary.
Although only correct response times are included in analyses and
participants with very high error rates suggesting inattention to the
task were excluded from analysis, a lack of experimental control
may mean participants are distracted and less attentive. Variance in
viewing conditions (lighting, screen size, resolution, etc.) may also
introduce greater statistical noise to response time analyses. On the
other hand, the ease of recruiting larger sample sizes can offset some
of the downsides of online data collection. Comparing Experiment 1
to Experiments 2 and 3 suggests comparable variance in response
times in laboratory and online environments.

Constraints on Generality

The current research was conducted using samples recruited from
undergraduate courses at two large Australian universities. As such,
the samples comprise a majority of women who declared their
ethnicity as Caucasian. This can impose constraints on the generality
of our findings as the samples are on average younger and better
educated than the general population and overrepresent Caucasian
women. Gender imbalance may impose a limitation, although our
past work has not revealed evidence for effects of participant gender
when assessed in preliminary analyses, and future research should
extend the work to more balanced samples with a larger range of
ages and ethnicities. Having a better representation of male
participants would also permit the explicit assessment of participant
sex effects, which is not possible given the small number of men
included.

Conclusion

In summary, the current research advances our understanding of
the manner in which facial expressions are recognized in a number
of ways. First, it suggests that the effect of emotional scenes on the
speed of recognizing facial expressions of emotion can be mediated
by a match in stimulus valence and that a match of the discrete
emotion related to the scene and displayed by the face does not seem
to provide for an additional recognition advantage in tasks where
positive and negative expressions are encountered. This is consistent
with Hugenberg’s (2005) evaluative congruence account and
complements the research on the effects of facial social category
cues on emotion recognition. Specific emotion match effects (as
well as the influence of sex stereotypes) can be observed in tasks
where only negative expressions are categorized. Finally, the current
research provided additional evidence that multiple concurrently
present sources of information do affect emotion recognition
simultaneously and, at least in the case of emotional scenes and
facial sex cues, independently.
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