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Abstract 

 

Machine Learning as a Service (MLaaS) holds significant importance in technology 

and business due to its pivotal role in democratising and simplifying the deployment 

of machine learning models. MLaaS refers to providing machine learning tools, 

infrastructure, and algorithms as cloud-based services, allowing users to build, train, 

deploy and manage machine learning models without needing to handle the 

underlying technical complexities. Selecting the right Machine Learning as a Service 

(MLaaS) provider for organisations requires a strategic approach considering the 

business’s unique needs, user needs, and goals. However, the MLaaS selection 

process is complex due to the need for complete information on the quality of 

services and MLaaS latent features such as model accuracy, explainability and 

intrinsic biases. Also, integrating MLaaS into Internet of Things (IoT) environments, 

the process of selecting the appropriate MLaaS in an IoT setting is complex due to 

the various contextual dimensions, such as user preferences, locations, IoT device 

capabilities, and application requirements. This research aims to develop an MLaaS 

service selection framework where MLaaS providers reveal limited QoS information 

about their services and user changes in contextual information. First, we propose a 

novel MLaaS Selection Framework (MSF) using incomplete QoS information 

available through service advertisement. We develop the knowledge-based bias 

detection and Explainable (B-XAI) framework to discover MLaaS latent features. 

The proposed framework builds a complete QoS profile of the providers using 

MLaaS advertisements, other user experiences, and short-term trial experiences. We 

apply the nearest neighbour algorithm to select the optimal MLaaS providers based 

on user preference models. Second, we propose a novel framework for context-aware 

selection of MLaaS in IoT settings, aimed at optimising the interaction between IoT 

users’ activities and machine learning services to develop a dynamic selection 

process. By employing context-aware algorithms, our approach seeks to enhance the 

efficiency, accuracy, and responsiveness of IoT systems. We propose a context 

change analysis algorithm based on support vector machines (SVM). We develop a 
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contextual bandit algorithm and skyline queries to achieve optimal mapping between 

abstract MLaaS services and concrete MLaaS services for quality of service (QoS) 

attributes. Experiments with real-world datasets demonstrated the effectiveness of the 

proposed approaches in enhancing the efficiency, accuracy and responsiveness of IoT 

systems while facilitating informed MLaaS service selection. 
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CHAPTER 1 

INTRODUCTION 

 
Machine Learning as a Service (MLaaS) refers to a cloud-based service that delivers machine 

learning tools and infrastructure on a service basis [Sahi, 2022]. MLaaS has emerged as a 

transformative advancement in the cloud computing landscape, providing organisations with 

on-demand access to powerful machine learning tools without needing in-depth expertise and 

substantial investments in infrastructure [Ribeiro et al., 2015; Sahi, 2022]. MLaaS offers pre-

built models, intuitive APIs, development tools, and robust computational resources, enabling 

businesses to accelerate innovation while adapting to evolving users and organisation 

demands [Sun et al., 2014]. These platforms typically include features such as data 

visualisation, model training, deployment and monitoring, making it easier to integrate AI-

driven solutions into various applications for industries such as healthcare, finance, education 

and retail [Ribeiro et al., 2015]. These services not only simplify the deployment of 

sophisticated solutions but also lower barriers, making cutting-edge machine-learning (ML) 

technology accessible to consumers and fostering innovation across various domains [Ribeiro 

et al., 2015]. Popular MLaaS providers include Google Cloud AI, Microsoft Azure, Amazon 

and IBM, offering various services to consumers and organisations. 

Various industries are leveraging MLaaS to optimise their operations and deliver better 

outcomes. For instance, Health care providers are utilising MLaaS to analyse medical data to 

improve diagnostics and predict the likelihood of diseases, which, as a result, enables 

preventive care and improves patient health outcomes through early disease detection [Lupo, 

2016]. Similarly, the financial sector relies heavily on MLaaS to identify fraud detection. 

These services analyse real-time transaction patterns by continuously learning from new data 

to detect suspicious activities and potential fraud [Ribeiro et al., 2015]. This approach 

protects financial institutes and customers from significant financial losses. By adopting the 

MLaaS, these organisations can drive innovation and autonomous growth in their respective 

fields. MLaaS offers several key benefits. First, MLaaS is cost-effective. MLaaS allows users 

to select services based on their specific demands, and users pay only for what they would 

like to use, which allows them to adjust services up or down as preferences change [Zhang et 
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al., 2020]. Second, MLaaS platforms provide services with the flexibility to adapt to 

changing user needs. It offers pre-built models, development tools, and robust computational 

resources, enabling businesses to accelerate innovation while adapting to evolving users and 

organisation demands [Ribeiro et al., 2015]. Third, MLaaS easily integrates with existing 

systems, allowing seamless adoption and enabling organisations to enhance operations 

without disruptions [Philipp et al., 2020]. MLaaS deliver low-cost, flexible and easily 

integrable solutions that allow businesses to scale services according to consumer demands. 

The selection of MLaaS is a s significant issue in several domains. This selection process 

involves identifying and selecting the most appropriate MLaaS provider from a range of 

functional services and non-functional services (which can be called Quality of Services 

(QoS)). Function services include data storage and virtual machines, while Non-functional 

services include response time, throughput, reliability, availability cost, latency, and usability. 

QoS attributes help a user to select high-performing services from a range of functionality-

equivalent services [Huang et al., 2018]. For instance, while two MLaaS providers may offer 

comparable predictive analysis services in the healthcare domain, one might provide low 

biasness of MLaaS service with high explainability. This difference can make one provider 

more suitable in health where a clinical decision-making system is required. This means that 

the effective MLaaS service selection of QoS ensures that the chosen MLaaS provider not 

only meets the functional requirement but also performs better in terms of scalability and 

efficiency. This leads to greater user satisfaction.  

However, most of the MLaaS service providers do not disclose much information about the 

QoS attributes of their services. The primary reasons for these behaviours are market 

competition, business confidentiality and potential conflict of interest [Amazon Web 

Services, n.d.]. Hence, selecting an MLaaS service that aligns well with an organisation’s 

QoS requirements becomes challenging for two main reasons: 

1) Incomplete or Insufficient Advertisements of MLaaS 

MLaaS service providers typically advertise minimal QoS information in their advertisements 

and contain a limited number of QoS attributes. For instance, explainability, and biasness are 

unavailable in most advertisements [Amazon Web Services, n.d.]. The QoS information of 

the advertise attribute may not be helpful to a user for selection. For example, a user or 

organisation may want to know how the service’s model explainability and bias detection 

quality, yet the advertised QoS information is hidden for an MLaaS service. Additionally, the 
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advertised QoS information may not provide a clear understanding of service performance as 

it often lacks detailed latent features of biasness and explainability. For instance, AWS 

Sagemaker does not reveal complete information about the provided service's model 

explainability and bias detection quality. MLaaS providers advertise either an average or 

maximum QoS performance of their services. For example, Google Cloud AI’s Predictive 

Service allows users to obtain predictions and target values [Google Cloud, n.d.]. With 

ongoing global concerns about bias in technologies such as online recruiting apps and 

criminal justice algorithms, a study assessing MLaaS services for biasness is crucial [Akter et 

al., 2022]. Additionally, explainability is a criterion for users to understand how a model 

makes decisions. Therefore, relying only on MLaaS advertisement is insufficient to select an 

MLaaS service.  

2) Dynamic contextual changes to meet QoS requirements 

Dynamic contextual changes in IoT environments require continuous adaption to meet QoS 

requirements. Traditional MLaaS selection focuses on functional and non-functional 

properties without incorporating dynamic context awareness for the selection of MLaaS 

[Matos, 2020; Rhayem et al., 2021]. For instance, pre-defined rule-based systems fail to 

provide long-term adaptability and are unsuitable for meeting users’ evolving needs where 

complexity is in changing IoT contexts. These approaches are not applicable in the smart 

environment, for example, where a user's changing contexts, such as fall incidents, emotional 

distress, or security threats, demand timely transitions between relevant services. The 

capability for ongoing improvement and adjustment to shifting needs and contexts in the 

traditional service selection approaches may lack the degree of flexibility and responsiveness 

[Matos, 2020]. MLaaS service providers do not address the evolving QoS requirements for 

changing contexts. Therefore, the adaptability of MLaaS is important in selecting an MLaaS 

service for the long term in an IoT environment. 

Existing research in the context of web and cloud service selection mainly focuses on short-

term selection methods [Kumar, Kumari & Kumar, 2021; Wu et al., 2022]; however, these 

practicalities are inapplicable to MLaaS selection due to the incompleteness of advertisement. 

Similarly, existing context-aware service selection approaches for Web, Cloud, and Edge 

computing typically consider short-term contextual information such as user preferences, 

service environment settings, and advertisements [Rhayem et al., 2021; Xu et al., 2016]. 

These approaches increase the complexity of updating rules and limit their adaptability and 
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scalability in the diversity of contexts. The objective of our research is to propose a novel 

framework to select the optimal MLaaS service according to the user’s preference for 

QoS attributes and the user’s context changes where MLaaS service providers reveal 

limited QoS information and functionally similar MLaaS services, respectively.  

1.1 Key Research Challenges 

The most effective approach to address incomplete QoS information is to leverage the free 

trials that service providers offer [Fattah, Bouguettaya, & Mistry, 2020]. Most MLaaS service 

providers offer free trials and promote users to use the MLaaS service for a limited time. For 

instance, Microsoft Azure offers a 30-day free trial of MLaaS services to its customers. 

MLaaS users may get a trial experience before selecting a service. To the best of our 

knowledge, existent works do not explore the effective use of free trials for MLaaS service 

selection. Our goal is to utilise a free short-term trial to reveal hidden QoS information of 

MLaaS service selection. However, selecting an MLaaS service based on a free trial is 

challenging. The short-term free trial may not provide a QoS profile for MLaaS service 

selection. We identify the following key challenges in the MLaaS selection using the free 

trial:  

• Multiple MLaaS Providers: Several MLaaS providers may meet a user’s QoS 

requirements, yet their performance can vary greatly due to differences in business 

strategies and infrastructures. Conducting a free trial with each MLaaS provider is 

impractical. Thus, a more efficient selection strategy is needed to identify the most 

promising candidates for trial evaluation. 

• Variability in QoS Performance: Predicting the QoS performance based on a free 

trial is challenging without further insight or additional information on the MLaaS 

service’s performance. It means the QoS information obtained from a 30-day trial 

may not accurately represent the service performance for an extended period, which 

makes it difficult to assess the provider’s reliability. For example, in the first year, 

MLaaS service providers offer better biasness of the service; however, in the second 

year, they are focusing more on explainable MLaaS service due to market 

competition. 

To the best of our knowledge, existing context-aware service selection approaches for Web, 

Cloud, and Edge computing typically consider short-term contextual information such as user 

preferences, service environment settings, and advertisements [Rhayem et al., 2021]. We aim 
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Machine Learning as a Service (MLaaS) Selection 

Context-Aware Selection of 
Machine Learning as a Service 
(MLaaS) in IoT Environment 

Machine Learning as a Service 
(MLaaS) Selection with Incomplete 

QoS Information 

to select the most suitable context-aware MLaaS in dynamic IoT environments by 

considering changing contextual features, including long-term QoS, context duration, 

adaptability, and service evolution. However, selecting an MLaaS service based on a 

functionally similar service remains challenging. These functionally equivalent services often 

fail to account for non-functional aspects that are critical for the selection of MLaaS services 

in changing user contexts. The following key challenges have been in the context awareness 

selection of MLaaS. 

• Adaptability to Dynamic Contexts: Several MLaaS providers offer functional 

services depending on the application requirements. The services offer similar 

functionality but vary significantly in non-functional nature. This selection process 

involves identifying and choosing the most suitable MLaaS provider from a range of 

similar functional services to meet specific QoS requirements where the organisation 

requires how each MLaaS service adapts to changes over time, especially in use cases 

such as IoT and the health care domain where user contexts are dynamic.  
 

1.2  Research Contributions 
A key objective of this work is to help a user and an organisation to make an informed 

MLaaS selection. We initially propose a novel we propose a novel MLaaS Selection 

Framework (MSF). In this approach, we assume that we have incomplete QoS 

information available through MLaaS service advertisement. We then introduce a context-

aware MLaaS selection where we employ context-aware algorithms. Our approach seeks 

to enhance the efficiency, accuracy, and responsiveness of IoT systems aimed at 

optimising the interaction between IoT user’s activities and machine learning capabilities. 

 

 

 

 

 

 

FIGURE 1.1: Key contributions 
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1.2.1 Machine Learning as a Service (MLaaS) Selection 

1.2.1 Machine Learning as a Service (MLaaS) Selection with Incomplete QoS 

Information 

We propose a novel MLaaS Selection Framework (MSF) that operates with the incomplete 

Quality of Service (QoS) information typically provided through MLaaS service 

advertisements. Discovering hidden features such as explainability and intrinsic biases, we 

design a knowledge-based bias detection and Explainable (B-XAI) framework. Our 

framework generates a comprehensive QoS profile by integrating data from service 

advertisements, user reviews, and short-term trial experiences. We then apply a nearest 

neighbour algorithm to select the most appropriate MLaaS providers, tailored to the user 

preference model. 

1.2.2 Context-Aware Selection of Machine Learning as a Service (MLaaS) in IoT 

Environment 

We propose a novel, cutting-edge framework for context-aware MLaaS selection in IoT 

environments, aimed at exploring dynamic MLaaS service mapping for users in varying 

contexts in smart health monitoring. We developed intelligent MLaaS services to manage 

real-time data from advanced sensors, focusing on context change analysis and personalised 

MLaaS service mapping. We present a context change analysis using a support vector 

machine (SVM) and design a contextual bandit algorithm integrated with skyline queries to 

achieve optimal alignment between abstract and concrete MLaaS services, considering 

important QoS attributes: accuracy, biasness and explainability. Our work addressed the 

challenge of selecting appropriate MLaaS services for a user within a smart hospital 

environment, ensuring the user receives services suited to their unique contexts. 

1.3  Outline of the Thesis Chapters 

We present the contribution of the research in two sections. The first section showcases our 

work on Machine Learning as a Service (MLaaS) Selection with incomplete QoS 

information, and the second part represents our work on Context-Aware Machine Learning as 

a Service (MLaaS) in IoT Environments. The thesis is structured as follows:  

• Chapter 2 examines related work in the context of web service, cloud service, and IoT 

service selection methods and key distinctions between the current studies and 

methods proposed in this study.  
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• Chapter 3, we present a novel MLaaS Selection Framework (MSF) using incomplete 

QoS information available through service advertisement. First, we develop the 

knowledge-based bias detection and Explainable (B-XAI) framework to discover 

MLaaS latent features. Then, the proposed framework builds a complete QoS profile 

of the providers using MLaaS advertisements, other user experiences, and short-term 

trial experiences. Finally, we apply the nearest neighbour algorithm to select the 

optimal MLaaS providers based on the users' preference models.  

• In Chapter 4, we extend our work to explore context-aware MLaaS selection. In this 

work, we propose a novel framework for context-aware selection of MLaaS in IoT 

settings, aimed at optimising the interaction between IoT users’ activities and machine 

learning services. In our framework, we consider various contextual dimensions, such 

as user preferences, locations, IoT device capabilities, and application requirements, 

to develop a dynamic selection process. First, we propose a context change analysis 

algorithm based on support vector machines (SVM). Then, we develop a contextual 

bandits algorithm along with skyline queries to achieve optimal mapping between 

abstract MLaaS services and concrete MLaaS services for quality of service (QoS) 

attributes. This combined approach ensures that the selected MLaaS services align 

closely with the dynamic user needs and constraints of the IoT environment. 

• In Chapter 5, we provide a conclusion to this thesis and briefly address the limitations 

and potential areas for further research. 
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CHAPTER 2 

RELATED WORKS 

 

Cloud computing has recently become a foundation technology, revolutionising modern IT 

infrastructure by providing several services. This transformation enables businesses and 

organisations to streamline operations, enhance collaboration, and drive digital 

transformation across different sectors. Cloud computing services, including Infrastructure as 

a Service (IaaS), Platform as a Service (PaaS), Software as a Service (SaaS), and Machine 

Learning as a Service(MLaaS) which, are designed to handle large-scale computational 

demands by utilising distributed resources.  

MLaaS is a critical component of the cloud computing ecosystem. It offers powerful machine 

learning tools and algorithms to industries in the IoT space without requiring significant 

investment in complex hardware or specialised expertise. Major companies like Google, 

Amazon, and Microsoft provide subscription-based MLaaS, making it increasingly popular in 

E-commerce, Healthcare, and manufacturing [Lupo, 2016]. Also, the rapid growth of the 

Internet of Things (IoT) has further accelerated this trend, as businesses in healthcare, 

finance, retail, manufacturing, and smart cities increasingly rely on MLaaS to optimise 

operations, enhance customer experiences, and foster innovation through advanced data 

analytics and predictive modelling. 

MLaaS delivers transformative advantages for IoT applications across multiple industries by 

offering scalable, cost-effective, and efficient solutions. For instance, in the healthcare sector, 

Philips leverages Amazon Web Services (AWS) to monitor patient health through wearable 

devices. AWS’s robust infrastructure, including Amazon EC2 for computing power and 

Amazon S3 for storage, facilitates real-time patient condition analysis and prediction, 

ensuring timely medical interventions. Similarly, in the manufacturing industry, General 

Electric (GE) utilises Google Cloud’s AutoML to forecast equipment failures and optimise 

maintenance schedules, effectively reducing downtime and lowering operations costs. These 

examples illustrate how MLaaS empowers various sectors to enhance operations and achieve 

greater efficiency through advanced machine learning capabilities. 

The emergence of MLaaS services enables new ML models to tackle challenging 

engineering, medical, and social problems. ML algorithms have garnered increased attention 
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from both academia and industry for their role in empowering intelligence within edge 

devices. Studies have demonstrated the remarkable success of M-based IoT applications 

across various fields, including autonomous vehicles, clinical diagnosis, and face recognition 

[Jeong, Son, & Lee, 2019; Kute et al., 2022; Thara, Anusha, & Bharath, 2024]. Research 

indicates that MLaaS can tackle domain-specific challenges, such as wood identification, by 

leveraging deep learning techniques. For example, it demonstrated this capability with 

Xylorix, which shows how ML services can offer specialised solutions in the fields of 

forestry and material science that require precise identification and classification for informed 

decision-making [Tay, 2019]. A study on urban modelling workflows leverages ML to 

propose Urban Modelling as a service (UMaaS), aiming to enhance collaboration and data 

quality standards [Milton & Roumpani, 2019]. Additionally, a decision support system to 

assist doctors in assessing patients’ health risks, advocating for the use of Risk Prediction as a 

Service. This study underscores concerns regarding data privacy and security [Mariani et al., 

2019]. 

Despite its advantages, MLaaS must overcome two major challenges: Data Dynamicity and 

Service Degradation. Data dynamicity refers to the continuous changes in data over time, 

which can affect the model’s performance. Service degradation involves a decline in model 

accuracy and effectiveness. This typically occurs as the model becomes outdated due to 

changes in the underlying data patterns, a phenomenon known as “data drift”. As the data 

evolves – whether due to user behaviours, market conditions or environmental factors, the 

model may no longer be as effective at making accurate predictions. Therefore, addressing 

these challenges is crucial for maintaining the reliability and relevance of MLaaS solutions. 

The existing literature shows limited work addressing these challenges in the MLaaS domain. 

A study explores the complexity of model degradation caused by polynomial approximation 

activations and pooling layers in prior LHECNN implementation on MLaaS platforms. They 

proposed a new method, Shift-accumulation-based LHE-enabled deep neural network (SHE), 

which uses binary-operations-friendly encryption schemes and logarithmic quantisation to 

address these issues [Lou & Jiang, 2019]. This method is a cutting-edge solution for secure 

and efficient ML in emerging MLaaS frameworks. A notable contribution addressed the 

problem of model degradation caused by membership inference attacks (MIA) on MLaaS. 

They introduced a novel approach called MIASec, which ensures the indistinguishability of 

training data, offering a defence against MIA in MLaaS [Hu et al., 2023]. However, these 

approaches primarily focus on security and privacy, potentially overlooking the critical 
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challenges of maintaining MLaaS efficiency and resilience in a dynamic IoT environment, for 

example, significant data changes in MLaaS can lead to model degradation, and rebuilding 

the model, including the processes of data collection and retaining, can be highly time-

consuming. 

2.1 Types of Machine Learning as a Service (MLaaS) 

MLaaS can be primarily categorised into three main types: Inference-based MLaaS, 

Platform-based MLaaS, and Data-based MLaaS services. These offer distinct capabilities 

tailored to various needs. These services are seamlessly delivered and consumed in real-time 

over the Internet, enabling organisations to harness the power of ML. Examining these 

categories from a broader perspective allows for a deeper understanding of how MLaaS 

empowers businesses to integrate cutting-edge AI solutions into their operations, driving 

innovation and efficiency across diverse industries.  

2.1.1 Inference-based MLaaS 

Inference-based MLaaS revolutionise how organisations leverage AI by providing pre-trained 

models ready for deployment, offering efficient, scalable, and cost-effective solutions for 

making real-time predictions. This is also called Trained Models as Service. This type of 

service is particularly beneficial for applications requiring immediate, accurate responses, 

such as personalised recommendations, fraud detection, and predictive maintenance. By 

abstracting the complexities of model deployment and infrastructure management, inference-

based MLaaS enables businesses to integrate ML into their operations.   However, the “black-

box” nature of this pre-trained model- where the service provider controls the training 

process- raises concerns about data privacy and trust. Users must weigh the convenience and 

performance benefits against the potential risks of entrusting their data to third-party 

providers. Despite the challenges, the accessibility of inference-based MLaaS makes it an 

invaluable and effective tool for organisations. 

2.1.2 Platform-based MLaaS  

Platform-based MLaaS represents a transformative approach to leveraging AI, offering a 

comprehensive ecosystem where users can easily manage the entire ML lifecycle. This is also 

called as ML models as Services. These platforms provide end-to-end solutions, from data 

pre-processing and model training to development and monitoring, all within an integrated 

environment that simplifies the complexity of ML. Offering scalability, pre-built algorithms, 
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and seamless integration with other cloud services, platform-based MLaaS helps 

organisations build, tune and deploy models efficiently, regardless of ML expertise. 

Additionally, robust collaboration tools and stringent security measures ensure that these 

platforms can support complex projects while maintaining the integrity and privacy of data. 

Services such as Google Cloud AI, Amazon Sagemaker, and Microsoft Azure exemplify the 

power of platform-based MLaaS. This service allows businesses to use pre-trained models 

and APIs to solve specific problems, making ML more accessible and practical for diverse 

industries. 

2.1.3 Data-based MLaaS 

Data-based MLaaS represents a powerful fusion of advanced data management and ML, 

offering organisations the tools to turn vast amounts of data into actionable insights. This is 

also called Collaborative Trained models as service. These platforms are tailored to handle 

the complexities of big data, providing seamless integrations with diverse data sources, robust 

data pre-processing, and storage solutions within a unified environment. Using advanced 

analytics and automated ML(AutoML), data-based MLaaS empowers users to explore, 

visualise, and model data. These platforms are not only scalable enough to efficiently process 

large datasets, making them ideal in various domains, but also emphasise data security and 

compliance to safeguard sensitive information. Platforms such as IBM Watson and Azure 

Synapse Analytics enable organisations to make data-driven decisions, supporting from 

predictive analytics to real-time processing for immediate insights. For example, in 

collaborative settings, such as health care, these platforms allow for the sharing and training 

of models across multiple data owners to improve diagnostic tools while maintaining data 

privacy. This approach to MLaaS not only enhances the capabilities of organisations to 

leverage their data but also fosters collaborations and innovation in data-intensive fields. 

2.2 A Review of Service Composition across Different Domains 

Service Composition is a key area of research that is widely applied across various 

applications such as web-based services, cloud computing and IoT to improve scalability, 

flexibility, and efficiency. A solution for dynamic web service composition using domain 

ontology, where user requirements are decomposed into abstract services and matched with 

existing composite services through semantic matching to create an executable web service 

composition [Wang, Tang, & Zhang, 2009]. A selection and composition of web services by 

analysing their functional and non-functional attributes, proposing an improved method for 
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evaluating Web service QoS attributes using a variable weight vector for dynamic adjustment 

of indicator weights. Additionally, it introduces a particle swarm optimisation algorithm with 

linearly decreasing inertia weight and learning factors to enhance the speed and global search 

ability for web service composition. It emphasised quick decision-making but faced 

overfitting issues with optimised QoS results. [Liao, Wang, & Wu, 2023]. In the context of 

cloud computing, a hybrid artificial neural network-based particle swarm optimisation (ANN-

PSO) algorithm designed to improve QoS factors, validate the algorithm’s effectiveness and 

enhance the reachability rate of candidate services by a formal verification method using a 

labelled transition system is proposed to check linear temporal logics (LTL) formulas. 

Despite its service composition reliability, it lacked adaption to real-time IoT changes 

[Hosseinzadeh et al., 2020]. An Optimal Service Selection and Ranking framework for Cloud 

Computing Services (CCS-OSSR) is developed to assist cloud customers in comparing 

services based on QoS criteria. It proposes a hybrid multi-criteria decision-making approach, 

using the Best-Worst method to rank and prioritise QoS criteria and the Technique for Order 

of Preference by Similarity to the Ideal Solution (TOPSIS) to determine the final ranking of 

cloud services. It demonstrated robustness through sensitivity analysis through limited 

adaptability [Kumar, Kumari, & Kumar, 2021]. Another proposed framework for IoT service 

selection identifies key components, including communication, computing and things and 

defines QoS metrics for each, utilising a multi-criteria group decision-making method to rank 

services across different interaction models: push, pull, and hybrid. This framework addresses 

issues like rank reversal and fuzziness in decision-making, and its effectiveness is validated 

through a healthcare application case study and comparison with existing methods; however, 

biased results affect ranking [Baranwal, Singh, & Vidyarthi, 2020]. A rapid energy-focused 

and QoS-aware service composition approach (FSCA-EQ) for IoT services using hierarchical 

optimisation. It proposes a Compromise Ratio Method (CRM) that pre-selects services based 

on QoS requirements, followed by the method of relative dominance to choose the composite 

service for energy efficiency and extended IoT device lifetime, considering energy 

consumption profiles, QoS attributes, and user preferences. This approach has failed to adjust 

to changing user demands [Chai, Du, & Song, 2021]. 

2.3 Machine Learning as a Service (MLaaS) Selection Approaches 

MLaaS service selection is a topical research issue in cloud computing [Sahi, 2022]. There is 

limited research on MLaaS service selection approaches. A novel MLaaS Selection 

Framework (MSF) that leverages incomplete QoS information available from service 
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advertisements. The framework incorporates a knowledge-based detection and Explainable 

AI(B-XAI) approach to uncover latent MLaaS features, building a comprehensive QoS 

profile using service advertisements, user experience, and short-term trials. Finally, the 

nearest neighbour algorithm is employed to select the optimal MLaaS providers based on 

user preference [Patel et al., 2023]. A comprehensive article has explored how MLaaS is 

applied in marketing, focusing on its customised platform featuring modules such as churn 

prediction, personalised product recommendations, and send frequency prediction [Pereira et 

al., 2024]. It discusses the benefits of AI-driven campaigns in improving Open Rate and Click 

Rate, enhancing customer engagement and retention, and enabling data-driven decision-

making for businesses in a competitive market driven by consumer insights, through its 

generalisation beyond marketing is limited. Another study introduces a multi-criteria method 

for comparing and ranking various MLaaS providers across cloud service platforms. By 

integrating the Analytics Hierarchy Process (AHP) with the Technique for Order Preference 

by Similarity to the Ideal Solution (TOPSIS), it evaluates different MLaaS options. However, 

subjectivity involved in determining criteria weight leads to potential bias in service selection 

[Bhol, Mohanty, & Pattnaik, 2024].  

In this chapter, we will discuss the existing approaches for selecting services in the context of 

Web, Cloud and Edge computing and emphasise their work with our research on the 

Selection of MLaaS with Incomplete QoS information. Moreover, in our work on Context-

Aware Selection of Machine Learning as a Service (MLaaS) in IoT Environment, we will 

discuss how context awareness can be applied in the different domain applications of 

recommendation systems in the context of Web, IoT and cloud computing. 

2.4 Service Selection in the context of Web, Cloud and Edge computing 

Several studies have been published that present the service selection process. The study 

developed QoS ontology that expressed QoS information with constraints and adopted the 

AHP approach to select the set web service using predefined QoS metrics [Tran et al., 2009]. 

The research works consider non-functional attributes such as throughput, reliability, 

response time, availability, and price of service requesters to choose web service. It focuses 

on static service composition but lacks adaptability for dynamic environments [Huang et al., 

2009]. A study quantitatively analysed service selection based on agents' preferences and 

proposed the QoS-based service selection algorithm for multiple agents with partial 

predictions. Despite its semantic interoperability, dependence on domain ontology limits its 

applicability [Wang et al., 2009]. Moreover, published works analysed and compared various 
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MLaaS providers to select the most efficacious one. They have compared the Natural 

Language Processing APIs of all different vendors and measured the right service provider in 

terms of cost, time, ease of use, and accuracy according to user requirements [Xie et al., 

2022]. However, the mentioned studies did not consider the analysis of explainability and 

bias detection approaches for the QoS selection of MLaaS. 

QoS-aware service recommendation is becoming significant for selecting services for an 

MLaaS that offers different services and associated applications with differentiated QoS 

requirements [Zeng et al., 2004]. In the context of web service selection, proposed a method 

that computed an optimal set of web services for each process based on a weighting 

combination of QoS measures and applied local and global approaches to select web services 

by maximising user satisfaction [Zeng et al., 2004]. A simulation-based method for QoS-

aware dynamic service selection mobile edge computing systems is proposed, where 

stochastic system models and mathematical analyses are used to formulate the problem as a 

dynamic optimisation challenge and applied goal softening and developing service selection 

algorithms through ordinal optimisation approaches [Huang, Lan, & Xu, 2018]. However, 

additional research is needed for inclusion in the MLaaS selection, particularly in addressing 

the bias and enhancing the explainability of the MLaaS service. Most research comparing 

well-known providers' services regarding quality, price, and feature availability was 

published. One study represented the Armol framework for acquiring quality data 

measurement in MLaaS service selection. According to the study, they utilised a deep 

combinatorial reinforcement learning method to maximise accuracy and gave evidence of 

accurate results by inference of 67% less cost [Xie et al., 2022].  

A Service Diversity Adjustment algorithm selects alternative services from outside the initial 

recommendation list by replacing those currently recommended and enhances the chances of 

meeting the user’s QoS preferences more effectively; however, passing more data reduces the 

chances of recommendation efficiency [Kang et al., 2024]. A novel proposed approach that 

combines adaptive neuro-fuzzy inference systems(ANFIS) with metaheuristic optimisation 

methods to enhance the model’s ability to solve complex problems such as it uses COOT bird 

optimisation to select parameters for ANFIS, which creates ANFIS-COOT model. This model 

is then applied to predict the QoS characteristics of web services; but limits adaptability with 

contexts [Jithendra et al., 2024]. A study addresses minimising response time in the selection 

of mobile edge computing by formulating an optimisation problem and proposing a heuristic 
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algorithm, GAMEC, which combines Genetic and Simulated Annealing algorithms [Wu et 

al., 2019]. 

2.5 Selection of Context-Aware Service Approaches in the context of Web, Cloud and 

IoT 

Various studies have explored context-aware service selection based on contextual 

information. A study has explored various methods for enhancing context-aware 

recommender systems (CARS) by considering contextual information (i.e., user, day place), 

including prefiltering, post-filtering, and contextual modelling, highlighting the potential for 

improved recommendation accuracy and user satisfaction [Adomavicius & Tuzhilin, 2010]. 

The authors introduced two innovative prediction models for web service recommendation 

and selection, incorporating user and service context information. They utilised geographical 

data to establish similarity among user neighbourhoods and incorporated company and 

country affiliations on the service side. These models predict QoS values by analysing 

historical records from users and services and data from their neighbours, aiming to enhance 

accuracy and reliability in service recommendations; however, these models are limited in 

adaptability in time-varying conditions [Xu et al., 2016]. A selection approach, Partial 

Historical Records-based service evaluation (Partial-HR), is implemented in context-aware 

cloud computing that assigns weights to each historical QoS record based on service 

invocation context. By prioritising the most relevant records, Partial-HR enhances accuracy 

and efficiency in the quality evaluation process, optimising resource utilisation and 

improving decision-making capabilities. This selective approach aims to maximise the utility 

of historical data while minimising computational overhead, offering a robust framework for 

evaluating service performance in dynamic environments but not utilised for changing user 

needs [Qi et al. 2015]. 

An IoT Medicare system is designed as a semantic-based context-aware system with Medical 

Connected Objects (MCOs), leveraging the HealthIoT ontology to describe heterogeneous 

MCO semantics. This system enables efficient knowledge management across contexts 

through SWRL rules, facilitating MCO functionality verification and health data analysis in a 

case study of gestational diabetes management [Rhayem et al., 2021]. The system produces a 

decentralised authentication architecture that enhances local authentication while considering 

context information from network elements, supported by Markov and random walk mobility 

models, demonstrating through simulations its ability to achieve a balanced trade-off between 
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network operating cost and reliability but faced scalability issues [Han et al., 2019]. A 

dynamic skyline operator to improve efficiency in multi-criteria decision-making for context-

aware sensor selection in IoT architectures. The system features distributed gateways that 

respond to user requests locally, with results aggregated by a central service to obtain the 

final answer. It improves the response time and scalability but relies on sufficient contextual 

data [Kertiou et al., 2018]. 

A context-aware decision support system introduces Context Processing Rules designed to 

significantly enhance personalisation and decision-making support [Matos, 2020]. The 

selection of MLaaS is challenging to achieve solely through the use of Semantic Web Rule 

Language and Context Processing Rules within a context-aware decision support system. 

While these rules enhance personalisation and decision-making by employing flexible 

inference mechanisms and different comparison operators, they are primarily designed for 

achieving predictable outcomes in dynamic contexts. MLaaS selection, however, involves 

evaluating diverse machine learning models and considering factors such as scalability, 

performance metrics, data security, and compliance with industry standards. These factors 

extend beyond the capabilities of context-aware rules to manage comprehensively. 

Additionally, MLaaS selection requires adaptability to evolving technologies and datasets, 

which are not fully addressed by existing rule-based approaches. Thus, while valuable in 

specific scenarios, these rules alone may not suffice for the complex and multifaceted process 

of MLaaS selection. 

The service selection studies enhance adaptability to user preferences, improved QoS 

prediction and effective management of diverse applications; however, they also exhibit 

limitations in scalability, challenges in maintaining relevance in dynamic environments, and 

issues related to the reliability and trustworthiness of data, which hinder their overall 

applicability in real-world scenarios. A summary of strategic aspects of service selection 

studies with strengths and notable weaknesses is defined in Table 2.1. 
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Table 2.1 A summary of service selection studies - strengths and weaknesses 

Strategic 
aspects of 
service 
selection  

Study of Strengths Weaknesses 

MLaaS 
Selection 

Pereira et al. (2024) 

Enhancing user 
engagement through 
predictive analytics 

-Relies on quality and 
quantity of data 
-limited generalisation 
beyond marketing 

Bhol, Mohanty, & 
Pattnaik (2024) 

Recognises the MLaaS 
market’s dynamic nature 
and rapidly evolving 
environment 

Determining criteria 
weights introduces 
subjectivity and bias 

Service 
Composition 

Liao, Wang, & Wu 
(2023) 

Quick decision-making 
and responsiveness 

Optimised QoS results 
cause overfitting 

Hosseinzadeh et al. 
(2020) 
 
 

Service composition 
correctness and 
reliability 

Does not account for 
dynamic and real-time 
changes in the IoT 
environment 

Kumar, Kumari, & 
Kumar (2021) 
 

Demonstrated robustness 
through sensitivity 
analysis 

Limited adaptability 

Baranwal, Singh, & 
Vidyarthi (2020) 

Demonstrated 
effectiveness through 
sensitivity analysis 

Biased results cause 
inconsistent rankings 

Chai, Du, & Song 
(2021) 
 

Energy-efficient service 
selection that balances 
QoS and energy 
consumption 

Does not adapt to 
dynamically changing user 
demands 

Service 
Selection 

across 
different 
domains 

Tran et al. (2009) Enabling fine-grained 
service customisation 

Reliant on predefined QoS 
metrics 

Huang et al. (2009) Focuses on static service 
composition 

Lacking the adaptability 
needed for real-time or 
frequently changing service 
environments 

Wang et al. (2009) Facilitates semantic 
understanding and 
interoperability between 
services 

Reliance on domain 
ontology and OWL-S may 
limit applicability to 
specific domain 

Xie et al. (2022) Federated object 
detection service 

Scalability in large-scale 
MLaaS deployments 
remains unevaluated 

Huang, Lan, & Xu 
(2018) 

Tackles challenges of 
state explosion and high 
variability in simulation-
based optimisation 

Reliance on real data limits 
findings' generalizability 

Kang et al. (2024) Recommendations align More user data reduces 



18 
 

with users' diverse 
preferences 

recommendation efficiency 

Jithendra et al. 
(2024) 

Applicable for both time 
series and non-linear 
complex problems 

Limit adaptability to 
diverse contexts 

 
 
 
 

Context-
Aware 
Service 

Selection 

Xu et al. (2016) 
Using context 
information to predict 
QoS 

Limit adaptability to 
environments with time-
varying conditions 

Qi et al. (2015) 
Addresses the critical 
issue of trustworthiness 
in QoS information 

Limit adaptability to 
changing conditions or user 
needs 

Rhayem et al. 
(2021) 

Manage diverse medical 
objects for personalised 
health analysis 

Require frequent updates to 
remain relevant in a rapidly 
changing IoT context 

Han et al. (2019) Model balance network 
cost and reliability 

Limit scalability 

Kertiou et al. (2018) 
Improve response times 
and scalability 

Limit applicability if 
contextual data is 
insufficient or unreliable. 

Matos (2020) 
Flexible inference 
mechanisms for dynamic 
decision-making 

maintaining and updating 
rules become cumbersome 

 

2.6 Understanding the Implications of MLaaS 

As MLaaS represents a transformative shift, it provides a comprehensive view of how it 

impacts businesses both immediately and over the long term, as well as the economic 

considerations involved, which are as follows: 

2.6.1 Short-Term Implications 

• Rapid Adoption: Organisations and users can quickly integrate machine learning into 

products without the need for in-house expertise or infrastructure, enabling faster 

innovations. For example, a healthcare provider utilises MLaaS to implement 

predictive analytics for patient risk assessment. By adopting services such as 

Microsoft Azure or IBM, an organisation can deploy models that predict patient 

outcomes and identify high-risk individuals in a matter of weeks [Philipp et al., 2020]. 

This rapid deployment allows healthcare providers to personalise patient care plans 

and allocate resources more efficiently. 

• Cost-Efficiency: Users only need to pay for specific tools and services, which allows 

them immediate savings and scalability, which is particularly helpful for smaller 
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organisations [Patel et al., 2023]. This approach helps businesses manage their budget 

effectively while scaling their operations. 

• Focus on Use Cases: MLaaS offers benefits and allows organisations to concentrate 

on applying AI to business problems (e.g., predictive analytics) rather than managing 

infrastructure, which, as a result, organisations can allocate resources to enhance 

business problems. 

• Easy Deployment: MLaaS offering pre-built APIs, models, and tools speed up 

deployment, making it easier to adopt AI technology. For example, a social media, 

utilising pre-built sentiment analysis APIs offered by MLaaS service providers to 

quickly incorporate sentiment tracking into their platform. This facilitates them to 

deliver new features to their clients with minimal development time [Pereira et al., 

2024]. 

2.6.2 Long-Term Implications 

• Data Dependency and Vendor Lock-In: Relying on MLaaS service providers can 

reduce flexibility and increase long-term costs, making it more difficult to switch 

platforms or adapt to alternative solutions in the future. For example, a financial 

service becomes heavily dependent on an MLaaS fraud detection service; as 

integrating deeply with one of the MLaaS ecosystems, switching to a different 

provider would require significant reengineering and incur high costs.  

• Advanced Customisation: As MLaaS platforms evolve, they offer more powerful 

tools. However, using them in an organisation requires deeper expertise, which, as a 

result, creates a barrier for less technical teams. 

• Security and Privacy Concerns: Managing a large volume of sensitive data in the 

cloud presents significant challenges, particularly in maintaining data security and 

ensuring compliance with evolving privacy regulations [Hu et al., 2023]. Failure to 

adhere to these regulations not only compromises the security of the data but also 

results in severe financial penalties and operational disruptions. 

• The democratisation of AI: In the long run, MLaaS will make AI accessible to a 

wide range of businesses, accelerating innovation across industries [Fortuna et al., 

2023]. For example, a start-up business can leverage MLaaS to implement precision 

techniques. This access to advanced AI tools allows them to compete with larger, 

established companies, driving innovations across the sector. 
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2.6.3 Economic Implications 

• Cost Management: MLaaS provides services at relatively low initial costs, which is 

highly attractive for businesses seeking to adopt ML capabilities without upfront 

capital investment. However, as operations scale up, particularly for large 

organisations that demand high computing power and storage, operational expenses 

can grow significantly. Continuous usage of advanced models and large datasets may 

lead to increased costs over time, requiring careful financial planning to maintain 

cost-effectiveness[Grigoriadis et al., 2023]. 

• Increased Innovation:  MLaaS reduces the barriers to entry for advanced ML 

technologies, making them accessible to a broader range of industries. This 

accessibility promotes economic growth and innovation by enabling businesses of all 

sizes to harness AI capabilities. As more companies adopt MLaaS, they can drive 

transformation in their respective industries, leading to enhanced products, services, 

and operational efficiencies [Lupo, 2016]. 

• Resource Efficiency: By outsourcing machine learning infrastructure, businesses can 

optimise their internal resources. This allows them to allocate more focus on the core 

competencies rather than managing complex IT infrastructure. As a result, this 

approach enhances economic efficiency by reducing the need for expensive in-house 

hardware. In short, it lowers operational costs and improves productivity [Pereira et 

al., 2024]. 

 

2.7 Conclusion 

This chapter provided an overview of the fundamental service frameworks of MLaaS and 

other domains. We discussed the formal definition of MLaaS and explored its different types, 

providing insight into the diversity of services offered within this paradigm. We discussed the 

service composition approaches in the context of Web service, Edge and Cloud Computing 

and IoT domains. We also discussed the current studies of MLaaS Selection approaches that 

focus on the different strategies used to select MLaaS services based on specific criteria. We 

then discussed service selection in the context of Web, Cloud and Edge computing and the 

selection of context-aware service approaches in the context of Web, Cloud and IoT. Finally, 

we have highlighted short-term, long-term and economic aspects of MLaaS that offer insights 

into how these factors influence decision-making in service adoption and sustainability. 
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CHAPTER 3 

MACHINE LEARNING AS A SERVICE (MLAAS) SELECTION WITH 

INCOMPLETE QOS INFORMATION 
 

3.1 Introduction  

As we gradually move towards the future, artificial intelligence with machine learning has 

become a game-changer in computing [Sahi 2022]. Machine learning (ML) is a subspecialty 

of Artificial Intelligence (AI) that is considered a most important innovation, especially called 

the industrial revolution [Sahi, 2022]. According to PwC’s study, the AI revolution will be the 

new drive, and by 2030, it will contribute $16 trillion to the world economy [Sahi, 2022]. 

Many researchers published advanced reports on these fields in the last 5-6 years, but data 

scientists and engineers are slowly engaging with that advancement [Pugliese et al., 2021]. 

According to their studies, new machine learning-based innovated technologies would cater 

to materialising industries. Today, cloud services offer several services delivered to 

companies and valuable customers as these services are easy to maintain, affordable and 

applicable without catering hardware or software programs [Sun et al., 2014]. This means 

that organisations can select the cloud service that best fits their business and satisfies user 

requirements. Large companies can afford to build machine learning services to process and 

analyse vast amounts of data; however, small companies need help with fundamental factors, 

time, cost, and technical expertise. To cope with situations, cloud service providers offered 

readily available Machine Learning as a Service delivery model (a range of machine learning 

tools) where one can use MLaaS services without writing a single line of code [Ribeiro et al., 

2015]. Machine learning engineers, data engineers and other professionals pay more attention 

to MLaaS as it helps ML teams in various ways, including data pre-processing, model 

training and tuning, and predictive analysis [Pop et al., 2016]. The popular MLaaS are 

Google Cloud AI, Microsoft Azure, Amazon Sage Maker, IBM, and Watson machine 

learning. There are three types of MLaaS. The definition of each is below: 

1. ML models as Services (users provide training data, and they tune the models 

applicable to a single user). MLaaS service provider solves the company's problem 

using customers' applications. MLaaS services consist of trained models that do not 

require uploading any training data. The service provider can fulfil customers' needs 

as they use models via API calls to get predictions. Examples include Google Cloud 
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Vision API [Google Cloud, n.d.] that detects objects and ModelScope for Alibaba 

Cloud [Alibaba Cloud, n.d.]. 

2. Trained models as Service (complete black box to the users, trained by others). In 

this type of MLaaS, clients have no control over the training process; the service 

provider keeps the Service in a black box. Here, the customer would be concerned 

about the data and insights they provide to train new models placed in the service 

provider. It creates the issue of trust. Examples include AWS Rekognition [Amazon 

Web Services, Inc., n.d.] and Google AutoML [Google Cloud, n.d.]. 

3. Collaborative trained models as Service (users collaborate and share the models). In 

this type of MLaaS, the machine learning model is shared and collaboratively trained. 

Here, training the ML model requires a large amount of data. For example, healthcare 

service training models help clinicians make a diagnosis based on other collected 

data. They combine data from multiple hospitals, and data owners cannot share it 

openly because of privacy concerns. 

Many big organisations, such as health care, education sector, and research facilities, use 

MLaaS services in the long term. As a result, selecting an exemplary MLaaS service is a 

significant decision for long-term customers. Customers determine long-term service 

requirements based on budget, history, and internal revenue [Ye et al., 2014]. MLaaS service 

consists of functional and non-functional; functional attributes are data storing and virtual 

machines, and non-functional attributes are the Quality of Service (QoS), such as response 

time and throughput. These QoS attributes help customers select the best MLaaS-performing 

services from similar services. 

Selecting the best MLaaS is only possible by getting complete information on a provider's 

long-term QoS information [Ye et al. 2014]. A study mentions that service selection is vital in 

the healthcare sector due to its unique nature, as certain services may contain risks, and 

selecting the effective service that prioritises the patient's safety and reduces potential harm is 

an essential criterion [Lupo, 2016]. Also, the best MLaaS service selection offers the students 

support service flexibility. Published work analysed personalised and intelligent systems such 

as a chatbot catering to students' support services in a single interface. It connects students on 

different mobile and desktop applications and addresses students' queries [Srimathi & 

Krishnamoorthy, 2019]. MLaaS providers typically contain limited, incomplete information 

because of the QoS stringent management policies in a dynamic environment, related market 
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competitors and conflicts of interest. We identify an incomplete advertisement from service 

providers as a challenge in the MLaaS service selection. MLaaS advertisements typically 

contain limited QoS attributes such as speed, cost-effectiveness, explainability, bias, and 

availability, which are unavailable in most MLaaS advertisements [Amazon Web Services, 

Inc., n.d.]. For instance, AWS Sagemaker should offer complete information about the 

provided service's model explainability and bias detection quality. It keeps the latent QoS 

features, such as explainability and bias, private. In short, the advertised QoS information 

may only be representative for a short time. However, providers often advertise their services' 

average or maximum measurement. For instance, the predictive service of Google Cloud AI 

allows one to request a prediction from the model and get the target values [Google Cloud, 

n.d.]. Today, there is a debate around the globe about the present bias in online recruiting 

apps, Facebook ads, facial recognition tech and even in the criminal justice algorithm, which, 

as a result, shows unfairness to the communities [Akter et al., 2022]. As a result, to respond to 

this debate, measuring the MLaaS service quality in terms of bias is an essential criterion.  

Similarly, an explainable service is also a significant requirement from the user to know why 

the model has come to a particular decision. The bias and explainability of MLaaS services 

are not embedded in any current work for service selection. One of the research papers 

presents a web service selection according to user QoS requirements and preferences and 

then defines ranking through semantic matching where complete information is provided 

[Makhlughian,  2012]. As a result, incomplete information such as bias and explainability 

need to be explored for the service selection. To solve this, we propose a novel generated 

framework to select the best MLaaS selection. 

Our contributions to this paper are as follows: 

• Using the weight function, we perform a data selection process to retrieve the data 

from different MLaaS aspects: MLaaS advertisements, trials, and past users’ trial 

experiences. 

• We are creating the B-XAI framework for bias and explainability to measure the level 

of bias and how explainable the service is from the past available methods. 

• This study proposes a k-nearest neighbour algorithm for the MLaaS service selection. 
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3.2 Motivation Scenario 

Let us assume that a private bank's financial and credit department wants to buy a loan 

decision-making system. The credit department wants the decision-making system to be ML 

models as service system types of MLaaS service where the MLaaS service provider can 

fulfil the department's needs. It means the department can use the provider's model via API 

calls to get predictions for Bias and explainability of the services. As with the increasing 

demand for MLaaS service in the market and several MLaaS providers offering various 

services according to user requirements, a department would like to buy an automated 

decision-making system MLaaS service at a low cost. As we mentioned before, academic 

centres and businesses do not have enough resources in terms of technical expertise, time, 

and fundamental factors; therefore, for example, universities and some small companies 

always prefer to buy readily available MLaaS services according to their needs rather than 

invest high-cost money in establishing. As for the qualitative preferences from user 

requirements, different users have different preferences; for example, a bank or university 

prefers more biases and explainability of the services and is ready to invest the high cost of 

money; however, a small organisation, for example, spend low-cost money to buy virtual 

assistance system for customer support. In our case, the banks' credit department's qualitative 

requirement for the MLaaS service requires the QoS attributes, such as Explainability, Bias, 

Price and Availability, and Response time of MLaaS service. Many MLaaS service providers 

are available in the market and offer similar services; however, providers do not advertise all 

pieces of information related to the QoS. Therefore, selecting the best MLaaS service 

provider for the bank's credit department is challenging. The banks' credit department always 

wants to select services that match their qualitative requirements the most. According to the 

bank's credit department, the target is to discover the latent qualitative features, 

explainability, and biases of services from MLaaS providers. 

The department's qualitative preferences on explainability, bias, price, and availability can be 

interpreted in two semantic levels: high and low. The department has different preference 

ranks for each quality attribute throughout the duration. The bank's credit department prefers 

high-quality QoS attributes to improve the model explainability of the service and bias 

detection. Hence, the bank's credit department prefers "high" explainability to "low" 

explainability of the MLaaS service. Similarly, the department prefers "low" bias to "high" 

bias in the MLaaS service. However, the department's preference for the Price and 

Availability of the QoS attributes are conditional on the combination of Explainability and 
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the Bias of the MLaaS service. According to user preference, the credit department prefers 

MLaaS services that provide high explainability and low Bias. Also, the department would 

invest a high cost of money if the MLaaS service provider delivered a highly explainable 

service with a low level of Bias. In addition, the department's requirement for service 

availability depends on the price attribute as the bank's credit department requires a high 

availability of the MLaaS service if a high amount of money is invested in the decision-

making system. The bank's credit department knowledge shows more inter-dependencies 

within criteria or attributes. 

3.3 Building MLaaS Service Selection Framework 

We are formulating the MLaaS service selection using the following formal definitions. 

• User: A new MLaaS user wants to select an MLaaS service based on the required QoS 

attribute information. In our case, we will consider a bank's credit department as a 

new user. 

• Non-functional requirements: Non-functional requirements are defined in terms of the 

quality of a particular service. For example, a service's quality attributes are 

availability, response time, speed, and ease of use. 

• QoS Requirements: A QoS requirement of a user is a set of QoS attributes and their 

average or minimum values. 

• Provider: A provider is an MLaaS provider who advertises the QoS attributes for 

MLaaS services. 

• QoS Advertisement: A QoS advertisement is a set of QoS attributes for MLaaS 

service and the values of the QoS attributes.  

• Trial Periods: A user can use some services with restricted conditions for a short time 

for free. 

Several MLaaS providers may advertise the services that meet the bank's credit department's 

needs. Let us assume three MLaaS providers, Amazon, Microsoft, and Google, fulfil the 

credit department's non-functional requirements. Let us assume that P1 and P2 are two 

MLaaS service providers. Both providers advertise the service's response time, availability, 

and throughput information in the MLaaS advertisements. However, information about bias 

and Explainability is hidden and unavailable in their advertisements. It means no provider 

advertises or has incomplete information about the Explainability and Bias of the service. The 

bank's credit department will select the P1 or P2 provider based on the response time, 
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availability, accuracy, and throughput information. However, this selection would not be a 

good decision as it needs to consider the bank's credit department requirements regarding the 

types of Explainability and the bias of the service. We assume each provider offers a two-

month free trial period, allowing the bank's credit department to use it for some duration for 

each service. For example, the bank's credit department may run 8 hours every day in a two-

month free trial and measure the QoS service attributes of each provider to make the best 

selection. However, the MLaaS provider's service may fluctuate in the free trial duration. 

Specifically, measuring the provider's service behaviour in the given trial period is difficult. 

The bank's credit department requires effective trial strategies to measure the quality of 

service to understand the MLaaS service. When MLaaS service providers offer limited QoS 

attributes and some of the pieces of information are hidden, as well as different MLaaS 

providers available in the market, our goal is how we can fulfil the bank's credit department's 

QoS requirements, especially for types of bias of services and Explainability as this 

information is hidden in the MLaaS advertisements. Figure 1 shows the proposed MLaaS 

service selection framework. For example, the framework requires a user's qualitative QoS 

preference as the input. The other input to the frameworks is the MLaaS advertisements from 

the MLaaS providers who can fulfil the non-functional requirements of the user. A detailed 

description of the provided framework follows below. 

To make informed MLaaS service selection, the banks' credit department has three sources to 

get QoS information: 

• Most of the MLaaS providers advertise decision-making services with some 

functional and non-functional attribute information. Based on available MLaaS 

advertisements, the bank's credit department can get QoS attribute information. 

• Let us assume that the bank's credit department can access the experiences of past 

trial users, so based on other users' reviews, the bank's credit department can measure 

QoS attributes according to their preferences. 

• Let us assume that the bank's credit department can perform its trial and get QoS 

attributes that match its qualitative preferences. 

With the help of the above-described sources, it is easy for a bank's credit department to 

select the best MLaaS provider that offers the best service and meets its credit department's 

needs. Below, we will describe the three sources mentioned in detail. 
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Figure 3.1: MLaaS Service Selection Framework 

 

3.3.1 MLaaS Advertisements. 

With the given MLaaS advertisement, the department wants to measure the quality of service 

to make a service selection. Let us assume the bank’s credit department wants to measure 

QoS attributes for an MLaaS service. We assume that the user has full knowledge of Quality-

of-Service attributes. There are N numbers of MLaaS providers who can fulfil the non-

functional requirements of the bank’s credit department. The MLaaS provider set is  P =

 {𝑃𝑃1,𝑃𝑃2,· · · ,𝑃𝑃𝑁𝑁}. The QoS attributes of the provider 𝑃𝑃𝑖𝑖 are denoted as A =  {𝐴𝐴1,𝐴𝐴2,· · · ,𝐴𝐴𝑘𝑘}, 

where k is the number of QoS parameters in A. We assume that k ≺ l, for example, the 

number of QoS attributes in the advertisements is always less than the number of the QoS 

attributes in the user preference. The advertisements provide insufficient information (i.e., k 

≺ l). We denote the QoS attribute’s measurement of the provider 𝑃𝑃𝑖𝑖 as 𝑄𝑄𝑖𝑖  =  {𝑞𝑞𝑖𝑖1, 𝑞𝑞𝑖𝑖2, · ·

 , 𝑞𝑞𝑙𝑙}, where l is the number of QoS parameters in𝑄𝑄𝑖𝑖. The bank’s credit department wants to 

select the service based on its required QoS attributes closely matching its MLaaS provider’s 

QoS attributes. Given the bank’s credit department’s QoS requirements 𝑄𝑄𝑑𝑑 and the provider’s 

QoS attribute is 𝑄𝑄𝑖𝑖, we use a measuring function distance (𝑄𝑄𝑑𝑑, 𝑄𝑄𝑖𝑖) to find the most matched 

QoS attribute of an MLaaS service using the below-given formula: 

𝑀𝑀𝑎𝑎 =  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑖𝑖 = 1. .𝑛𝑛) 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑄𝑄𝑑𝑑,𝑄𝑄𝑖𝑖)                            

3.3.2 Performing own trials. 

Another source of information for the bank’s credit department is trialling with the MLaaS 

provider to know about QoS parameters. Let us assume the department can perform its trials 

to make qualitative MLaaS service selections. We consider that the bank’s credit department 
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QoS requirements (𝑄𝑄𝑑𝑑) contain only one QoS parameter; for example, |𝑄𝑄𝑑𝑑|= 1, we can apply 

the filtering method based on the single criterion decision-making. The filtering process can 

be modelled as a single or multiple criteria decision-making based on the user’s requirements 

[Ye et al. 2014]. In our case, we are considering a single-criteria decision-making process. 

For example, if the department only cares about the availability of the MLaaS service, the 

service is selected based on the availability without considering other MLaaS QoS attributes. 

In this case, we compare the bank’s credit department’s QoS requirement with each MLaaS 

provider using time series similarity matching approaches. One of the most effective, fast and 

easy-to-implement similarity-matching techniques is Mean Absolute Error (MAE) distance 

[Fattah, Bouguettaya & Mistry, 2020]. Using the below equation, we can calculate the 

similarity between the department’s QoS requirement 𝑄𝑄𝑄𝑄 and the MLaaS provider’s 

advertisement (𝑃𝑃𝑎𝑎) for a single QoS attribute. It will provide the bank’s credit department’s 

required QoS attributes about an MLaaS service. 

MAE (𝑄𝑄𝑑𝑑, 𝑃𝑃𝑎𝑎) = 1
𝑛𝑛
 𝐸𝐸𝑡𝑡=1..𝑛𝑛 | 𝑄𝑄𝑑𝑑−   

𝑡𝑡 𝑃𝑃𝑎𝑎𝑡𝑡 |                                           

In the above equation, n is the number of timestamps, 𝑄𝑄𝑑𝑑   
𝑡𝑡  is the value of the QoS 

attribute 𝑄𝑄𝑑𝑑, at time t. Some service attributes can be selected using the Top-K technique 

[Zheng et al., 2012]. The Top-K method selects the best MLaaS service that contains the 

minimum distance from the department’s QoS requirement. If the numbers of selected 

MLaaS are too large or small, K can be adjusted to increase or decrease the number of 

MLaaS services for the trial period. In short, using the MAE approach, the bank’s credit 

department can measure the MLaaS QoS attribute about one parameter in each free trial 

period. 

3.3.3 Measure the QoS information from the other user experience. 

The experiences of other trial users might not be directly measured to predict the MLaaS 

service provider's attributes for a new user. This is because each user may have performed a 

trial with different MLaaS services according to their preference and contains different 

experiences. Collaborative filtering-based approaches are widely known for predicting QoS 

information from similar user experiences; for example, the study of Zheng et al. (2012) 

measures user similarities between two users based on the consumer’s QoS experience. Let 

us assume that other users have performed similar trials to the bank’s credit department at 

such time, for example, in the month of “December”. We denote the number of timestamps at 
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a particular time is n. For each timestamp t, the bank’s credit department can predict the QoS 

attribute’s values: 

𝐸𝐸𝑡𝑡=1..𝑛𝑛 (𝑄𝑄𝑑𝑑) =∑ 𝑖𝑖=1..𝑘𝑘  𝑄𝑄𝑑𝑑𝑑𝑑
𝑡𝑡

𝑘𝑘
, 𝑡𝑡 ∈ ∆𝑇𝑇                                     

where k is the similar user of the department,   𝑄𝑄𝑑𝑑𝑑𝑑𝑡𝑡 t is the value observed by the other user 𝑐𝑐𝑘𝑘  

at time t. 𝐸𝐸𝑡𝑡=1..𝑛𝑛 (𝑄𝑄𝑑𝑑)  measures the QoS in the trial period T based on average observed 

measurement by other similar users. The above Equation measures the QoS attributes of 

MLaaS service using the average of past trial experiences.  Here, we will consider all users 

equally without considering the degree of similarity of each user. For example, a particular 

user might have the highest or lowest similarity if we consider four past users. It will provide 

a poor accuracy measurement of QoS attributes. 

3.3.4 Data Selection 

The above-performed service selection using three sources: MLaaS advertisements, 

performing trials, and getting the MLaaS QoS service information from other users; we now 

assume that the bank’s credit department has multiple information for each QoS attribute for 

an MLaaS service except bias and explainability of the MLaaS service, as these are the 

hidden features in MLaaS advertisement. This means that some of the QoS information meets 

the bank’s credit department’s preference or requirements, or some do not. One of the best 

ways we can do this is statistical analysis. Several methods exist to refine data based on 

multiple criteria, including conditional preference, skyline, and utility function [Fattah, 

Bouguettaya & Mistry, 2020]. Among these utility functions is computing the score of each 

service provider according to the user’s preference on each QoS attribute. With the help of 

the utility function, the bank’s credit department may put the highest weight on the most 

trusted or important service information and set the lowest weight on the least preferred 

attribute information. For example, suppose the users have multiple information for each QoS 

attribute. In that case, the user can assign either the highest weight on trustable information 

for required attributes or the lowest weight that is not important QoS. This means that the 

utility function computes a score for each MLaaS service based on the given weights of the 

QoS attributes and their respective values of attributes. The utility function computes the 

score as  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ equation: 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ =   ∑ 𝑊𝑊𝑞𝑞 𝑞𝑞𝑑𝑑∈ 𝑄𝑄𝑑𝑑,𝑝𝑝𝑎𝑎∈ 𝑃𝑃𝑎𝑎,  * MAE (𝑄𝑄𝑑𝑑, 𝑃𝑃𝑎𝑎) + 𝑊𝑊𝑞𝑞 * 𝐸𝐸𝑡𝑡=1..𝑛𝑛 (𝑄𝑄𝑑𝑑) + 𝑊𝑊𝑞𝑞 ∗  𝑀𝑀𝑎𝑎         
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where 𝑊𝑊𝑞𝑞  is the weight of the QoS attribute q given by the department, 𝑄𝑄𝑑𝑑,  is the bank’s 

credit department’s QoS preference,  𝑃𝑃𝑎𝑎 is the MLaaS advertisements as utility function can 

make the problem in a single criteria decision-making problem. 

3.3.5 Discovering Latent Feature - Bias  

Let us assume that the bank's credit department needs to get the QoS attribute information 

about the Bias of the MLaaS service. The reason for not disclosing information about latent 

features is business competency. Our study facilitates well-informed MLaaS service selection 

by uncovering latent features like biases and explainability. It measures the quality of the 

MLaaS service so the bank's credit department can select the service. We have performed the 

static analysis to find the bias detection methods from past research. A bias is a prejudice 

against a group of people. It is considered unfair to the group due to prejudiced assumptions 

in training data or when developing an algorithmic process. The causes of Bias are historical 

human Bias, selection bias, active Bias, latent Bias, biased labels, and imbalanced 

representation. The Bias occurs in the whole AI life cycle, including the pre-training phase, 

model training and validation process, and even model deployment and monitoring. Let us 

consider the classification problem where many published works are used in domains such as 

NLP, image classification and finance. From the above debate about Bias, the decision-

making system is considered biased for the favoured and disfavoured groups. Let us take an 

example: the ML-based application that assesses customers' financial information and 

decides whether the customer is eligible or not; therefore, in that case, the model trained on 

the data set may favour certain groups of customers, which as a result, leads to reduce the 

chance of other customers' eligibility means not getting the loan. We are creating a 

knowledge-based graph for a loan approval decision-making system to learn about past bias 

detection methods for the loan approval process. Figure 3.2 shows the B-XAI framework 

(knowledge graph). The B-XAI framework focuses on enabling the selection of MLaaS 

services by identifying latent features such as bias and explainability in decision-making 

systems. It aims to enhance applications such as loan approval processes by detecting bias at 

various stages of the AI lifecycle. A study used the human-agent interaction method to 

investigate the agent's explainable behaviour by introducing a bias in the human decision-

making process. Specifically, the study has performed a qualitative analysis where users can 

detect the Bias in the agent's decision and make noticeable differences between explanation 

and non-XAI recommendations as black box recommendations by utilising LIME and SHAP 

tools for the loan application [Malhi et al., 2020]. The published work mentioned that 
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explanation-based recommendation is beneficial to reduce Bias in the human decision-

making system. The work has applied the random forest classification method to identifying 

good borrowers in the world's biggest social lending platform for the financial domain. Also, 

they compared different algorithms for the cross-validation process. Studies have reduced the 

selection bias and considered a random forest a scalable and robust approach to choosing the 

best borrower for social lending [Malekipirbazari & Akasakali, 2015]. Several comparison 

algorithms, including random forest, nearest neighbour, support vector machine and logistic 

regression, give good accuracy scores such as 78%, 70%, 63.3% and 54.5%, respectively. 

However, a novel method called GRC to learn about application representation and detect 

loan fraud based on these representations [Xu et al., 2021]. To detect loan fraud, they have 

validated the method by using varying numbers of labelled samples from 1000 to 12,000, 

where applying the SVM algorithm model performed at a low level at 57.5 % accuracy (for 

1000 samples) and gives 60.51% accuracy when processing with the 12,000 samples [Xu et 

al., 2021]. Studies have applied bias detection with several different impacts and statically 

parity differences mitigation processes to achieve fairness in the decision-making system by 

using several classifiers, including XGBoost, LightGBM, and RF, for bank customer data 

[Wardani et al., 2023]. During pre-processing, in-processing and post-processing stages, the 

reweighing and equalised odds methods with the mentioned classifier failed to achieve the 

level of Bias and made the model more biased. At the same time, only adversarial debiasing 

shows good performance in mitigating Bias [Wardani et al., 2023]. Another methodology that 

controls the Bias is using a probabilistic network that exploits structural equation modelling. 

Studies have shown better responses on a loan approval data set and highlighted the effect of 

tuning parameters on the Bias [Barbierato et al., 2022]. Based on the above bias detection 

methods comparisons, we have derived the value of the biased model (i.e., high or low) 

according to the respective model's performance. Low Bias can be categorised as 0% to 4%, 

and a highly biased model is measured in 5% to 10% value to get the values of models' 

performance about Bias. The bias detection methods, which are high and low-biased models, 

highlighted performance can be shown in the knowledge graph (see Figure 3.2). 



32 
 

 

Figure 3.2: A B-XAI framework (a knowledge-based graph for Bias detection methods and 
Explainable service methods) 

 

3.3.6 Discover latent feature- Explainability. 

Here, we assume that the MLaaS provider needs to provide information about the 

explainability of the MLaaS service, meaning the information is hidden for business 

competency. Therefore, we need to discover the latent feature explainability and measure the 

quality of the same service so the bank's credit department can select the service based on 

preference. In the banking department, credit scoring models are the decision models that 

help lenders decide whether to accept loan applications based on their decision-making 

system or the model's decisions. There are several AI and ML-based techniques proposed to 

solve this research problem. Some black box nature methods do not provide the reasons or 

explanations behind the decisions. Consequently, the inability of humans to interpret such 

predictions leads professionals to place trust in model outcomes without conducting proper 

evaluation or assessment. In our proposed B-XAI framework (see Fig 3.2), through the 

integration of explainable AI techniques developing knowledge graphs, the framework 

empowers informed decision-making in MLaaS selection, particularly for critical financial 

use cases. 
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Model explainability has become an emerging field in computing and IT area. XAI focus on 

opening the black box and improves the reasons behind the logic behind the decisions or 

predictions. In the loan approval decision-making system, lenders should understand the 

models' decisions to ensure the system makes decisions correctly. A decision-support system 

using a Belief rule-based method offers a better trade-off between prediction accuracy and 

explainability [Sachan et al., 2020]. The study mentions that in the rule-based system, the 

activated rules and related attributes are the significant factors in understanding the reasons 

behind the decisions. Their system defines the reasons for rejecting loan applications: textual 

explanations are sent from a factual rule base to a heuristic rule base [Sachan et al., 2020]. 

This study compared the performance of the BRB system with other machine learning 

models, DT, RF, XGBoost, and SVM, where the BRB provides high accuracy, 0.9550, where 

others reside between 0.87 and 0.94. The research ensures that it can be comprehended by 

individuals without technical expertise and readily implemented within enterprises. Similarly, 

MARBLE, an expert system, aids loan officers, credit assessors, and loan reviewers in 

enhancing the loan evaluation process [Shaw & Gentry, 1988]. MARBLE incorporates expert 

decisions and loan applicant information; both are considered to decide on loan repayment 

[Shaw & Gentry, 1988]. It means that the judgement of lending experts is a significant 

process for the decision-making system. Another published work published proposed a credit 

scoring model by incorporating XGBoost, which balances type I and Type II errors. Also, the 

XGBoost-based enhanced 360-degree explanation framework provides human-

understandable explanations using post-hoc explanation methods [Demajo et al., 2020]. It 

provides different explanations, such as global explanations using the SHAP+GIRP method 

both local feature-based and local- instance-based explanations using Anchors and ProtoDash 

methods [Demajo et al., 2020]. The evaluation process shows that all three explanations are 

correct, complete, adequate, scalable, and trustworthy so that users can implement them in 

the bank's decision-making system. Furthermore, a study developed a natural language-based 

explanation model for the loan recommendation system [Cornacchia, Narducci, & Ragone-2, 

n.d.]. This model takes user requests, and the developed loan recommendation platform 

compares available offers of loans and provides explainability of each offer using 

counterfactual explanation. The system also accepts the user's help to modify the request to 

be eligible for the loan. In short, the help of a set of actions of counterfactual explanation 

makes the loan application accepted. Based on the above explainable AI methods, we will 
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consider the value of the explainable service (i.e., High or Low) according to the model's 

results and expert judgement, shown in the knowledge graph (see Figure 3.2). To assess the 

performance of models regarding the explainability of MLaaS services, we assign a value of 

0 to represent low explainability and a value of 1 to denote high explainability services. The 

methods that offer explainable services are highlighted in the knowledge graph (see Figure 

3.2). 

3.3.7 MLaaS Service Selection 

The proposed framework ranks MLaaS service providers using the K-nearest neighbour 

(KNN) algorithm, which aligns with a user preference model based on QoS attributes. This 

model captures the user’s QoS attribute requirements, such as response time, availability, 

latency, bias, and explainability, along with their relative importance through weighted 

preferences. This method computes the distance between service providers’ QoS attribute 

information and the user’s QoS attribute requirements, and the rank of each provider is 

computed based on their nearest distance from the user’s requirements [Peng et al., 2020]. 

MLaaS providers are ranked based on their proximity to the user’s requirements, with those 

closer to the user's preference vector receiving higher ranks. This approach ensures the 

selection of MLaaS providers that best align with the user’s prioritised QoS expectations. The 

preference ranking algorithm is the follows: 

Algorithm: Preference Ranking Algorithm 
Input: M; number of MLaaS providers, N; a number of user requests 
Output: Rank; Ranking the MLaaS provider according to user preference 
Rank = ∅ 
For i= 1 to n do 
For j = 1 to m do 
  Compute the Euclidean distance between i and j 
 End for 
 Sort array based on nearer distances 
Select the best k nearest neighbours 
Assign the rank to the nearest neighbours in ascending order 
 

3.4 Experiments and Results 

3.4.1 Experiment Setup 

Finding real-world datasets that meet our experiment requirements for an extended period is 

challenging. We require MLaaS providers’ Quality of Service datasets for a long-term period. 
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To our knowledge, long-term QoS datasets of MLaaS providers are not publicly available. 

Therefore, we leverage existing Quality of Service of Web services datasets (QWS) to 

synthesise datasets for our experiments. MLaaS is running over web services and with 1000 

web services, we will use the Quality of Service of Web services dataset (QWS) to create 

experimental datasets [Giommi, 2023]. In the real world, the big MLaaS provider, Amazon, 

advertises information about deployment and availability. Also, finding MLaaS datasets for 

bias and explainability is very challenging. Therefore, we have created a B-XAI framework 

to discover those features, and we will take the data from the knowledge base graph. These 

values are then augmented with the QWS dataset for MLaaS providers. Finally, to build the 

complete profile QoS of MLaaS, the user ranks the provider based on the help QoS profiles 

of each provider. We will use randomly generated user preferences for service selection. 

We have implemented the discussed aspects to evaluate the feasibility of the proposed 

framework. We are considering three cases with three different datasets to measure the 

proposed approach. For the experiment, we are taking n = 20 samples (see example Figure 

3.3(a)) where the QoS attributes are Response Time, Availability, Latency, Bias and 

Explainability. In Figure 3.3(a), case 1, we have generated a dataset with insufficient or 

limited information. Let us assume the QoS information comes only from the advertisements. 

In Figure 3.3(a), case 2, we have generated data from the different aspects, such as MLaaS 

advertisements, trials, and other user experiences and combined those sources of QoS 

information. Also, bias and explainability of service values are derived from the knowledge-

based graph (see sections 3.3.5, 3.3.6). Here, we consider the QoS web service dataset in case 

2, response time, availability, and latency. We have combined all those data to measure the 

feasibility of the proposed approach. In Figure 3.3(a), case 3, we have generated a dataset 

using random data; for example, we assume that past research used the random data to detect 

the bias without generating any knowledge system. After creating all the mentioned datasets, 

we used the k-nearest neighbour algorithm to rank the k= 5 (i.e.) algorithm according to the 

user preference. Based on the user query, [Response time=500, Availability=93, Latency=20, 

Bias=3, XAI=1], we have generated a ranking for MLaaS providers for all three cases (see 

example Figure 3.3(b)). 

3.4.2 Evaluation 

After ranking the nearest MLaaS providers based on user requirements, we performed the 

evaluation process with the help of two evaluation matrices. 
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• Spearman’s Rank Correlation: The Spearman Rank Correlation coefficient 

measures the monotonicity of the relationship between two variables. The Spearman 

Correlation between two variables will be high when the observation contains a 

similar rank between two variables and gives low when there is dissimilarity. 

• Kendall's Tau: This coefficient measures the association between two variables. 

Gives a value near one means the ranking is similar, and a value near -1 means the 

ranking is dissimilar. 

To evaluate the process, we have compared the three cases' rankings. The ground truth is a 

user preference, [Response time=500, Availability=93, Latency=20, Bias=3, XAI=1]. Later, 

considering Rank 1 of each case, we measured the proposed approach in terms of the 

monotonicity of the relation between two variables and the association between two variables 

by Spearman’s Rank Correlation coefficient and Kendall's Tau coefficient, respectively. The 

result (See Figure 3.3 (c)) shows that case 2, which contains complete knowledge of data 

(combination of data), performed well with Spearman’s Rank Correlation and Kendall's Tau, 

giving value 1 ((See Figure 3 (c)). This means that observation contains a similar rank 

between two variables. However, case 1 gives 0.71 and 0.63 for Spearman’s Rank Correlation 

coefficient and Kendall's Tau coefficient, respectively, and case 3 has results of 0.90 for 

Spearman’s Rank Correlation coefficient and 0.80 for Kendall's Tau coefficient.  
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Figure 3.3 (a) Case 1- Limited QoS information, Case 2- collect data from different aspects 

(full knowledge of QoS data), and Case 3- Random data (b) Preference ranking for all 3 cases 

according to user preference (C) 3 cases with evaluation of Results 

3.5 Conclusion 

We proposed an MLaaS service selection framework to select the optimal MLaaS service for 

a user. The proposed framework helps the user to make informed decisions in the selection as 

the user depends not only on advertisements from the MLaaS service providers. The 

proposed framework augments data through MLaaS advertisements, free trials, and past user 

experiences. We also discover the latent features bias and explainability by creating a B-XAI 

framework to get the data. Finally, we have discovered the experiments with full knowledge 

of the information's dataset compared to incomplete information. We found that Spearman’s 

Rank Correlation coefficient and Kendall's Tau coefficient matrices give better results, value 

1, with complete information than incomplete information.  

One of the key limitations of this work is the use of synthetic datasets in the experiments. 

There are some challenges with using synthetic data, as it gives us biased or deceptive results 

due to a lack of variability and correlation. However, where the real data does not exist, 

synthetic data is the only solution. We leverage existing Quality of Service of Web services 
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datasets (QWS) to synthesise datasets for our experiments. The synthetic dataset is then 

augmented with the values of bias and explainability (data taken from the knowledge base 

graph) to capture the characteristics of real MLaaS providers. Therefore, the result would be 

similar if the experiments were conducted using real-world datasets. Also, our proposed work 

needs to consider temporal user aspects, which will be addressed in future work. The 

proposed framework also does not consider the arrival of incoming user requests and the 

probabilistic qualitative user preferences in a natural language. A possible extension of this 

research is to extend the MLaaS service selection using a conditional preference network 

(CP-Net) where users can express their preferences more qualitatively to make informed 

selections. 
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CHAPTER 4 

CONTEXT-AWARE SELECTION OF MACHINE LEARNING AS A SERVICE 

(MLAAS) IN IOT ENVIRONMENTS 
 

 

4.1  Introduction 

Machine Learning (ML) plays a crucial role in enhancing the capabilities of the Internet of 

Things (IoT) by providing advanced analytics, predictive capabilities, and intelligent 

decision-making [Pereira et al., 2024]. One effective way to utilise ML is through Machine 

Learning as a Service (MLaaS), a cloud-based platform that offers machine learning tools and 

services without the need for users to invest in their infrastructure [Patel et al., 2023]. 

Leading companies such as Amazon, IBM, Microsoft Azure, and Google Cloud provide 

MLaaS services that can be integrated with IoT solutions [Pereira et al., 2024]. For example, 

smart thermostat IoT sensors gather temperature, humidity, and occupancy data. This data is 

sent to AWS IoT Core (an IoT service). AWS Lambda (an MLaaS service) processes the data, 

which is then analysed by ML models in AWS Sage Maker (another MLaaS service). These 

models predict optimal ventilation settings, which are applied in real-time to reduce energy 

consumption and lower costs [Amazon Web Services, 2023]. 

The selection of Machine Learning as a Service (MLaaS) is a significant issue in the IoT 

domain. This selection process involves identifying and choosing the most suitable MLaaS 

provider from a range of similar functional services to meet specific Quality of Service (QoS) 

requirements. In any IoT environment, selecting the right MLaaS is a complex and crucial 

task that requires several considerations to ensure the chosen service aligns with the 

application’s specific needs. For instance, consider a smart home system, where IoT devices 

such as wearable technology, smart sensors, and environmental sensors collect vast amounts 

of user data. The goal is to leverage MLaaS for predictive analytics, such as detecting 

anomalies in smart home activities, predicting potential risks, and optimising home 

operations. Functionally compatible MLaaS providers like AWS Sage Maker and Google 

Cloud Auto ML each offer unique features. One provider might excel in robust scalability, 

while another might offer more customisation options. Hence, each MLaaS provider must be 

selected based on factors such as scalability, integration capabilities, security features, cost, 

and ease of use. 
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Fig. 4.1: MLaaS Service Selection based on Single user’s context 

 

In this paper, we focus on the context-aware MLaaS selection in IoT environments. A 

“context” is any information that can be utilised to characterise the situation of an entity, 

where the entity could be a person, place, physical, or computational object [Adomavicius & 

Tuzhilin, 2010]. Existing research mainly addresses MLaaS selection based on functional and 

non-functional (QoS) properties [Pereira et al., 2024, Patel et al., 2023]. However, our 

approach goes further by incorporating contextual information to enhance the selection 

process for both abstract and concrete MLaaS services. An abstract MLaaS service refers to a 

high-level representation of a service that encapsulates the general functionalities and 

capabilities required to meet specific user needs. This helps identify the type of MLaaS 

needed to effectively meet contextual needs. While abstract services represent high-level 

functionalities and performance characteristics needed by an application, concrete services 

are the actual, operational services that fulfill these requirements.  

We consider context awareness as the long-term applicability of the MLaaS, ensuring that the 

chosen MLaaS provider can adapt to evolving needs and sustain performance over time. For 

example, in a smart home (see Fig. 4.1), let us assume a user (i.e., John), a tech-savvy, is 
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adapting with varying contexts over time 𝑡𝑡 = {1, 2, 3, . .9}  such as sudden fall, emotional 

distress, unauthorised entry, cyber-attacks on a home network, and power failure. John may 

fall in the initial context (time t=1), where it triggers the smart home system to initiate the 

medical image analysis abstract service. However, multiple MLaaS providers offer concrete 

services for medical image analysis, each with different QoS features such as varying levels 

of bias, explainability, and accuracy. In context awareness of MLaaS selection, the system 

must continuously adapt to the user’s changing contexts. For instance, if a user shows signs 

of emotional distress (feels frustrated and upset) after a fall, the smart system transitions from 

fall detection to offering virtual companion service, ensuring timely and accurate responses. 

It means a system that efficiently and accurately switches between health assessment, virtual 

assistant services, security, and cybersecurity to ensure user safety and well-being. In this 

paper, we only consider the MLaaS selection from a single user's contextual information. The 

multi-user context-based MLaaS selection is out of the scope of this paper. 

Existing context-aware service selection approaches for Web, Cloud, and Edge computing 

typically consider short-term contextual information such as user preferences, service 

environment settings, and advertisements [Rhayem et al., 2021, Xu et al., 2016]. Predefined 

rule mining approaches are used to match contexts’ applicability with services [Matos, 2020]. 

However, these approaches face significant limitations in IoT environments. Maintaining and 

updating rules becomes cumbersome as the complexity and diversity of contexts increase, 

limiting their adaptability and scalability. Ontology-based approaches have been developed to 

enhance context awareness for IoT-based smart monitoring systems [Rhayem et al., 2021]. 

While these methods provide a structured framework for context modelling, they require 

frequent updates to remain relevant in rapidly changing IoT contexts. 

We propose a novel framework for selecting the most suitable context-aware MLaaS in 

dynamic IoT environments. The proposed approach considers rapidly changing contextual 

features, including long-term quality of service (QoS), context duration, adaptability, and 

service evolution. Traditional ontology-based and fixed rule-based approaches face 

challenges in this domain [Rhayem et al., 2021; Matos, 2020], as MLaaS must account for 

the duration of the context, i.e., how long a particular context remains relevant. The 

adaptability of MLaaS is also crucial, as it can apply to multiple contexts and uniquely evolve 

through feedback and interactions. These continuous improvements and adaptation to 

changing requirements and contexts, distinguish our approach from traditional service 
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selections such as web and cloud services [Qi et al., 2015;  Xu et al., 2016]. The main 

contributions of this paper are as follows: 

• Development of an IoT context analysis framework for pattern identification using 

Support Vector Machines with semi-supervised learning. 

• Enabling mapping user context to abstract MLaaS services using a novel contextual 

bandits approach.  

• Selecting {concrete MLaaS services through skyline queries for optimal context-

aware service selection.  

4.2 Context-Aware MLaaS Selection Framework 

We formalise context-aware MLaaS selection with the following definitions: 

User Context: The user contexts 𝑈𝑈𝑈𝑈 are represented by combinations of features and values, 

denoted as 𝑈𝑈𝑈𝑈 =  {𝑈𝑈𝑈𝑈𝑡𝑡|∀ 𝑓𝑓𝑖𝑖𝑡𝑡  ∈  𝑈𝑈𝑈𝑈𝑡𝑡 ,𝑓𝑓𝑖𝑖𝑡𝑡  ∈  𝐹𝐹𝑖𝑖}. Here, 𝑈𝑈𝑈𝑈 captures all possible combinations 

of features 𝑓𝑓𝐼𝐼 over time, where 𝐹𝐹𝐼𝐼 represents the set of values for the feature 𝑖𝑖. For example, 

John’s fall incident, emotional distress, etc., are the user contexts and contain features and 

values. 

Abstract Service: An Abstract Service (AS) outlines key functionalities to meet specific user 

needs. For example, Medical Image Analysis is an AS that helps healthcare professionals 

diagnose and monitor conditions during fall incidents. 

Concrete Service: A Concrete Service (CS) implement the requirements of AS by being 

selected based on QoS criteria such as biasness and explainability. 

The proposed Context-aware MLaaS Service Selection Framework (CAMSF) is designed to 

enhance the efficiency and effectiveness of selecting Machine Learning as a Service (MLaaS) 

solutions by incorporating three distinct layers (see Figure 4.2). The first layer, changing user 

context, involves dynamically assessing and understanding the evolving needs and conditions 

of the user, such as location, time, and specific task requirements. The second layer, selecting 

abstract MLaaS services based on user contexts, utilises the information gathered from the 

first layer to identify and match suitable abstract MLaaS services that align with the user’s 

context. This step ensures that the services considered are relevant and capable of meeting the 

user’s general needs. Finally, the third layer, selecting concrete MLaaS services to ensure 
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optimal QoS (Quality of Service), focuses on the practical implementation by choosing 

specific MLaaS providers that not only fit the abstract requirements but also offer the best 

 

 

 

Figure 4.2: Context-Aware MLaaS Selection Framework (CAMSF) 

 

performance, reliability, and other QoS metrics. Together, these layers form a cohesive 

framework that adapts to user contexts and optimises service selection for superior outcomes. 

QoS monitoring continuously evaluates MLaaS performance based on key metrics and serves 

two roles: (1) feeding QoS requirements to inform abstract MLaaS selection based on user 

needs and (2) providing real-time QoS data for selecting the best-performing concrete 

services. Our framework utilises Support Vector Machines (SVMs) to detect user contexts. It 

deploys contextual bandit algorithms to dynamically select abstract services, ensuring 

adaptive service selection and optimisation in dynamic IoT environments. This approach 

concludes with a skyline query method that filters and identifies concrete MLaaS services 

that meet user quality of service (QoS) requirements across various attributes. 
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4.2.1 Context Change Analysis 

This section explores how changing user contexts can enhance MLaaS selection using a 

Support Vector Machine to classify and predict contextual patterns. First, we design a feature 

extraction process. Feature extraction reduces data dimensionality by selecting relevant 

features, aiding context analysis and revealing meaningful patterns [Rhayem et al., 2021]. We 

standardise sensor data to a mean of 0 and a standard deviation of 1 by calculating 𝑍𝑍 = 𝑋𝑋 −

𝜇𝜇 /𝜎𝜎; where 𝑋𝑋 is the data value, 𝜇𝜇 is the mean, and 𝜎𝜎is the standard deviation. The 𝑍𝑍 score 

indicates how many standard deviations a particular observation is from the mean, providing 

a standardised interpretation of the data. 

Let us assume that X is the feature matrix of size 𝑛𝑛 ∗ 𝑚𝑚, where 𝑛𝑛 is the number of data 

samples, and 𝑚𝑚 is the number of features. We need to identify a single user context by 

labelling a small subset of the data instances with the appropriate user context. Therefore, we 

are implementing a Support Vector Machine (SVM) to determine the user's current context 

detection (Figure 4.2(1)). SVMs are a supervised learning model for classification and 

regression, aiming to find a hyperplane in feature space that maximises the margin between 

classes, known as the Maximal Margin classifier [Mohd et al., 2023]. 

We train the SVM model with labelled and unlabelled user context data to maximise the 

margin between context classes. Regularisation ensures a smooth decision boundary, 

formulated similarly to supervised learning with an added smoothness term. The 

mathematical formulation for the optimisation problem in SVM with semi-supervised 

learning is similar to the supervised learning case with an additional term representing the 

smoothness constraint using the below-given formula: 

min
𝑤𝑤,𝑏𝑏

1
2
�|𝑤𝑤|�

2
+ 𝐶𝐶�𝛿𝛿𝑖𝑖

𝑛𝑛

𝑖𝑖=1

+ 𝜖𝜖�𝛿𝛿unlabeled

𝑛𝑛

𝑖𝑖=1

 

Subject to constraints: 

𝑦𝑦𝑖𝑖 = (𝑤𝑤 ∗ 𝑥𝑥𝑖𝑖 + 𝑏𝑏) ≥ 1 − δ𝑖𝑖 ,  ∀𝑖𝑖 ∈ labeled data 

δ𝑖𝑖 ≥ 0, ∀𝑖𝑖 ∈ labelled data 

|𝑤𝑤 ∗ 𝑥𝑥𝑖𝑖 + 𝑏𝑏| ≤   Mδunlabelled , ∀𝑖𝑖 ∈  unlabelled data  

where 𝛿𝛿𝑖𝑖 is the slack variable for the labelled data, 𝛿𝛿𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 are the slack variables for the 

unlabelled data, C is the regularisation parameter, and 𝜖𝜖 controls the importance of the 
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smoothness constraints. 𝑀𝑀 is the constant representing the margin for unlabelled data. After 

that, the trained SVM model will be used to get the user context for new data instances. 

Given a new data instance  𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛, the predicted user context can be obtained using the below-

mentioned decision function:  

𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛) =  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑤𝑤 ∗  𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛 +  𝑏𝑏) 

If 𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛 >  0,  the predicted user context belongs to one class, and if 𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛  <  0, it 

belongs to another.  If 𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛 >  0and if (𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛  <  0, the SVM model represents an 

identified user context. However, values close to zero indicate uncertainty, termed 

unidentified user context, which is out of the focus of this paper. 

4.2.2 Mapping User Context to Abstract MLaaS Services 

We use the Contextual Bandit approach, a class of reinforcement learning method} that 

integrates contextual information for decision-making [Varatharajah & Berry, 2022]. To map 

user context to abstract MLaaS services, first, textual descriptions of MLaaS advertisements 

are processed by removing punctuation, stop words, tokenisation, stemming, and 

vectorisation, to narrow down relevant services. K-means clustering groups services by 

advertisement description to simplify mapping [Purohit & Kumar, 2016]. Finally, the 

contextual bandit algorithm selects the appropriate abstract service based on user context (see 

Fig. 4.2 (2a)). We define the following key terms for the contextual bandit modelling: 

• State (s): Represents the user context, including contextual features. 

• Action (a): Represents a decision, such as selecting an MLaaS abstract service. 

• State-action pair (𝒔𝒔𝒊𝒊,𝒂𝒂𝒊𝒊): Combines the current user context (𝑠𝑠𝑖𝑖) with a specific 

action (𝑎𝑎𝑖𝑖) selecting an MLaaS abstract service aiming to learn the best actions per 

state for maximising cumulative rewards. 

Given 𝑆𝑆,𝐴𝐴  and sequences of observed context-reward pairs {(𝒔𝒔𝒕𝒕,𝒂𝒂𝒕𝒕)}, the goal is to find a 

policy 𝜋𝜋 = 𝑆𝑆 → 𝐴𝐴 that maximises the expected cumulative reward can be expressed as 

follows: 

max
𝜋𝜋

𝐸𝐸 [𝑟𝑟𝑖𝑖 |𝑥𝑥𝑖𝑖] 

The mapping begins by observing the current user context, encompassing user-specific 

features and contextual information fed into the decision-making system. We then create a 

comprehensive feature vector by concatenating user features (e.g., age and location) and their 
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context information (e.g., fall downtime and type of fall) with the pre-processed MLaaS 

service features. This vector is input into our model to predict the likelihood of selecting 

abstract MLaaS service. The algorithm employs an exploration-exploitation strategy, referred 

to as a 𝜖𝜖- greedy policy. This strategy performs the MLaaS abstract service selection with a 

probability 𝜖𝜖, the algorithm explores service selection randomly, while with probability 1- 𝜖𝜖, 

it exploits by choosing the MLaaS service based on current knowledge [Varetharajah & 

Berry, 2022]. The predicted reward for selecting the MLaaS service 𝑀𝑀𝑖𝑖  in the state 

represented by 𝑋𝑋𝑖𝑖 using the below calculation: 

𝑅𝑅�(𝑋𝑋𝑖𝑖) =  𝛽𝛽0 +  �𝛽𝛽0 𝑥𝑥𝑖𝑖𝑖𝑖

𝑚𝑚

𝑗𝑗=1

 

Where 𝑅𝑅�(𝑋𝑋𝑖𝑖) is the predicted reward for a state-action pair 𝑋𝑋𝑖𝑖, 𝛽𝛽0 is the intercept term, 𝛽𝛽𝑗𝑗 are 

coefficients corresponding to each feature 𝑥𝑥𝑖𝑖𝑖𝑖, 𝑚𝑚 is the total number of features in 𝑋𝑋𝑖𝑖. The 

algorithm (Algorithm 1) updates its predictive model and policy based on user feedback to 

improve decision-making and maximise cumulative rewards. This contextual bandit approach 

allows for adaptive MLaaS abstract service selection based on user context by balancing 

exploration and exploitation and iterative updating the model with user feedback, improving 

the offering of abstract services at expected rewards. 

Algorithm 1: User Context to Abstract MLaaS Service Mapping 
 

Input: User features 𝑈𝑈 =  {𝑢𝑢1, 𝑢𝑢2  … , 𝑢𝑢𝑛𝑛}, User context features 𝑈𝑈𝑈𝑈 =  { 𝑢𝑢𝑢𝑢1,𝑢𝑢𝑢𝑢2, … , , 𝑢𝑢𝑢𝑢𝑚𝑚} 
and MLaaS service descriptions 𝑀𝑀𝑖𝑖 =  � 𝑚𝑚𝑚𝑚1,𝑚𝑚𝑚𝑚2, … ,𝑚𝑚𝑚𝑚𝑝𝑝�  
Output: Select the MLaaS abstract service 𝑚𝑚𝑖𝑖 with 𝑅𝑅�(𝑥𝑥𝑖𝑖) 
Initialize 𝑋𝑋𝑖𝑖 =  [𝑈𝑈,𝑈𝑈𝑈𝑈,𝑀𝑀𝑖𝑖] 
For each interaction: 
    While𝑀𝑀𝑖𝑖 ≠ ∅: 
        𝜋𝜋(𝑋𝑋𝑖𝑖) = 𝑃𝑃(𝑀𝑀𝑖𝑖  |𝑋𝑋𝑖𝑖) 
        Select 𝑚𝑚𝑚𝑚1 using ε-greedy policy 
        Count 𝑅𝑅�(𝑋𝑋𝑖𝑖) =  𝛽𝛽0 + ∑ 𝛽𝛽0 𝑥𝑥𝑖𝑖𝑖𝑖𝑚𝑚

𝑗𝑗=1   
        Top-K ← 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖 ∈𝑛𝑛 𝑅𝑅�(𝑋𝑋𝑖𝑖) 
        Get user feedback 𝑟𝑟𝑖𝑖 
        𝜋𝜋 ←  𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢�𝜋𝜋, (𝑥𝑥𝑖𝑖 ,𝑚𝑚𝑖𝑖 , 𝑟𝑟𝑖𝑖)� 
     End while 
End for 
 

4.2.3 Mapping Abstract MLaaS Service to Concrete MLaaS Services based on QoS 
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This section maps abstract services to concrete services based on non-functional attributes 

(see Fig. 4.2(3)). Generating non-functional attributes from the context is important to 

selecting the best 𝑄𝑄𝑄𝑄𝑄𝑄 concrete MLaaS service. Let us assume that the user has a context 

where it contains additional information, for example, variations due to environmental factors 

such as high heart rate, which may affect the non-functional attributes. Mapping based on 

non-functional attributes ensures that the MLaaS service chosen aligns with the user’s 𝑄𝑄𝑄𝑄𝑄𝑄 

requirements in varying contexts.  

QoS Monitoring: To select an optimal QoS concrete MLaaS service, we focus on key 

indicators, including biasness and explainability. We assume that QoS Monitoring delivers 

these services and feeds to CAMSF for selection. In a smart home system, identifying bias is 

crucial, as a model trained on biased datasets may favour certain user groups, which can lead 

to some individuals not receiving the necessary services. For example, elderly people often 

have different service requirements than typical adults. To align concrete MLaaS services 

with QoS, we utilise the established Adaptive Boosting model [Javed et al., 2021], which 

effectively classifies human activity data, identifies biases, and differentiates between the 

activities of elderly individuals and typical adults. Furthermore, accurate model predictions 

are essential. To achieve this, we use an established SHAP-based explanation (Shapley 

Additive Explanations) model developed by [Das et al., 2023], which generates meaningful 

and interpretable explanations for the model predictions. This approach enhances user trust 

and confidence in the system’s decisions by providing insights into how specific inputs 

influence outcomes. The method to assess accuracy is not part of the focus. When multiple 

providers offer a service, we choose one by calculating the QoS score for each, weighting 

relevant attributes (e.g., biasness, explainability) based on the context of the user. The service 

with the highest utility score is selected. 

𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
∑ 𝑤𝑤𝑖𝑖 𝑛𝑛
𝑖𝑖=1 .  𝑄𝑄𝑄𝑄𝑄𝑄𝑖𝑖 (𝑆𝑆)

∑ 𝑤𝑤𝑖𝑖 𝑛𝑛
𝑖𝑖=1

 

where n is the number of QoS attributes (e.g., biasness, explainability), 𝑤𝑤𝑖𝑖 is the weight 

assigned to the 𝑖𝑖𝑡𝑡ℎ QoS attributes. 𝑄𝑄𝑄𝑄𝑄𝑄𝑖𝑖 (𝑆𝑆) is the QoS value of the 𝑖𝑖𝑡𝑡ℎ attribute for service S. 

S is the MLaaS service being evaluated.  

We propose a skyline method to filter services based on bias and explainability 𝑄𝑄𝑄𝑄𝑄𝑄 

attributes, ensuring optimal selection. Inspired by real-world skylines, this method prioritises 

services not dominated by others across multiple attributes [Fattah, 2021]. We assume there 
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are 𝑁𝑁 concrete MLaaS services meeting user non-functional requirements. We aim to find a 

subset 𝐶𝐶𝑆𝑆′ of 𝑀𝑀 services (𝐶𝐶𝑆𝑆′ ⊂  𝐶𝐶𝐶𝐶) based on 𝑄𝑄𝑄𝑄𝑄𝑄 attributes and user preferences 𝑄𝑄𝑈𝑈𝑈𝑈 . 

Each service has 𝑄𝑄𝑄𝑄𝑄𝑄 attributes 𝑄𝑄𝑄𝑄𝑄𝑄 =  {𝑄𝑄𝑄𝑄𝑄𝑄1,𝑄𝑄𝑄𝑄𝑄𝑄2, . . . ,  𝑄𝑄𝑄𝑄𝑄𝑄𝑛𝑛}. The selected subset 

𝑄𝑄𝑄𝑄𝑆𝑆′ ⊂  𝑄𝑄𝑄𝑄𝑄𝑄 should match 𝑄𝑄𝑈𝑈𝑈𝑈 , making this a multi-criteria selection problem. We are 

applying a temporal skyline to select concrete MLaaS services based on multiple 𝑄𝑄𝑄𝑄𝑄𝑄 

criteria. This method identifies superior services in a dataset by extending to a time series for 

optimal selection over time 𝑇𝑇 [Fattah, 2021]. 

Solving the Skyline Query  

A concrete MLaaS service 𝐶𝐶𝐶𝐶𝑖𝑖 is said to dominate another service 𝐶𝐶𝐶𝐶𝑗𝑗 if it provides equal or 

superior 𝑄𝑄𝑄𝑄𝑄𝑄 across all attributes and exceed the 𝑄𝑄𝑄𝑄𝑄𝑄 in at least one attribute. A skyline of 

MLaaS services includes optimal services that are not dominated by others across all 𝑄𝑄𝑄𝑄𝑄𝑄 

attributes. For example, if a user prioritises explainability and biasness in a Medical Image 

Analysis service, only services with these attributes are considered and weighted equally. We 

are considering the concepts below for 𝑄𝑄𝑄𝑄𝑄𝑄 selection. 

– Dominant Concrete MLaaS Service: A concrete MLaaS service 𝐶𝐶𝐶𝐶𝑖𝑖 dominates another 

concrete service 𝐶𝐶𝐶𝐶𝑗𝑗 , denoted as 𝐶𝐶𝐶𝐶𝑖𝑖 > 𝐶𝐶𝐶𝐶𝑗𝑗 . If 𝐶𝐶𝐶𝐶𝑖𝑖 offers as equal or superior 𝑄𝑄𝑄𝑄𝑄𝑄 

information in 𝑄𝑄𝐷𝐷. Specifically for every quality metric 𝑞𝑞 in quality domention 𝑄𝑄𝐷𝐷 , 𝐶𝐶𝐶𝐶𝑖𝑖 must 

meet or exceed 𝐶𝐶𝐶𝐶𝑗𝑗 (𝑖𝑖. 𝑒𝑒 𝐶𝐶𝐶𝐶𝑖𝑖 ≥ 𝐶𝐶𝐶𝐶𝑗𝑗) with at least one q’ where 𝐶𝐶𝐶𝐶𝑖𝑖 distinctly outperform 

𝐶𝐶𝐶𝐶𝑗𝑗 (𝑖𝑖. 𝑒𝑒 𝐶𝐶𝐶𝐶𝑖𝑖  > 𝐶𝐶𝐶𝐶𝑗𝑗).  

– MLaaS Skyline: The skyline is denoted as 𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶, is a subset of concrete MLaaS service 𝐶𝐶𝐶𝐶, 

that are not dominated by any other concrete service. It means a concrete service 𝑐𝑐𝑐𝑐 is 

included in the skyline if there is no other service 𝑐𝑐𝑐𝑐’ in the set 𝐶𝐶𝐶𝐶 that outperforms it across 

all 𝑄𝑄𝑄𝑄𝑄𝑄 criteria.  

–Temporal MLaaS Skyline: We utilise the temporal skyline, where 𝑄𝑄𝑄𝑄𝑄𝑄 parameters are 

represented as time series that evolve over time.  

– Dominant 𝑄𝑄𝑄𝑄𝑄𝑄 Time Series: A 𝑄𝑄𝑄𝑄𝑄𝑄 time series 𝑄𝑄𝑖𝑖 is said to dominate another 𝑄𝑄𝑄𝑄𝑄𝑄 time 

series 𝑄𝑄𝑗𝑗 over the time period 𝑇𝑇, represented as 𝑄𝑄𝑖𝑖  >  𝑄𝑄𝑗𝑗 , if ∀𝑡𝑡 ∈  𝑇𝑇,𝑄𝑄𝑖𝑖  ≥  𝑄𝑄𝑗𝑗 , and ∀𝑡𝑡′ ∈

 𝑇𝑇,𝑄𝑄𝑖𝑖  > 𝑄𝑄𝑗𝑗 .  
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– Temporal 𝑄𝑄𝑄𝑄𝑄𝑄 Skyline: The temporal 𝑄𝑄𝑄𝑄𝑄𝑄 skyline of a set of 𝑄𝑄𝑄𝑄𝑄𝑄 time series 𝑄𝑄, denoted 

as 𝑆𝑆𝑆𝑆𝑄𝑄, consists of those time series that are not dominated by any other series at any 

timestamp 𝑡𝑡, i.e.,  𝑆𝑆𝑆𝑆𝑄𝑄 = 𝑞𝑞 ∈  𝑄𝑄|¬ ∃𝑞𝑞′ ∈  𝑄𝑄 ∶  𝑞𝑞′ >  𝑞𝑞. 

By applying the 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 skyline approach it filters concrete MLaaS services based on 

multiple 𝑄𝑄𝑄𝑄𝑄𝑄 attributes, ensuring that the selected service provides the best trade-off for the 

abstract MLaaS service in the given user context. The algorithm starts by initialising a list 𝑆𝑆 

that contains all the services to be evaluated. It then uses a nested loop structure where each 

service 𝐶𝐶𝑖𝑖 in the list is compared against every other service 𝐶𝐶𝑗𝑗 . For each comparison, the 

algorithm checks if the service 𝐶𝐶𝑖𝑖 “dominates" service 𝐶𝐶𝑗𝑗 . In this context, “dominates" means 

that 𝐶𝐶𝑖𝑖  is at least as good as 𝐶𝐶𝑗𝑗 in all relevant attributes (such as quality, cost, or efficiency) 

and better in at least one attribute. If 𝐶𝐶𝑖𝑖 dominates 𝐶𝐶𝑗𝑗 , then 𝐶𝐶𝑗𝑗 is removed from the list 𝑆𝑆. 

Ultimately, the algorithm returns the refined list 𝑆𝑆, which represents the skyline set of 

services. 

4.3 Experiment and Results 

We develop a Python environment on a Windows 11 system with 8 𝐶𝐶𝐶𝐶𝐶𝐶 cores and 500 𝐺𝐺𝐺𝐺 of 

storage for experiments. 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 4.1 presents the details of the experiment set up where it 

evaluated MLaaS service selection involving ten users with five distinct contexts (i.e., health 

conditions and environmental factors) on 500 MLaaS service descriptions. The focus is on 

assessing services based on two 𝑄𝑄𝑄𝑄𝑄𝑄 preferences: biases and explainability (XAI), along with 

accuracy, response time (up to 5,000ns per 1,000 samples), and availability. 

Table 4.1: Statistics of Dataset for Context-Aware MLaaS in IoT 

Statistics Values Statistics Values 
Users 10 User Contexts 5 
MLaaS Services 5000 IoT Devices 10 
User Preferences 2 Response Time Range 5000ns 
(QoS) Attributes 5 Accuracy Range 80-99% 
XAI 0-1 Bias 0-1% 

 

4.3.1 Data Set Description 

Our experimental setup integrated data from ten IoT devices across three diverse datasets: the 

Smart Human Fall Dataset from Kaggle [Sakib, 2024], used to monitor physical movements; 

the CAUCAFall dataset [Eraso et al., 2022] focused on detecting object interactions such as 
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picking an object or potential theft incidents; and the Synthetic Network Traffic Dataset 

[Waghela, 2024] employed to analyse network behaviour for identifying security threats and 

unusual activities. Due to the unavailability of public MLaaS service description datasets, we 

curated service descriptions from leading providers such as AWS Sagemaker, Google Cloud, 

and Azure Machine Learning [AltexSoft, n.d.]. This dataset facilitated our analysis of 

mapping user contexts to abstract MLaaS services. Additionally, leveraging a comprehensive 

knowledge dataset [Patel et al., 2023], we optimised the selection of QoS for MLaaS concrete 

services derived from abstract MLaaS services. To evaluate each approach, we assessed 

several test cases (see examples in Table 4.2). 

Table 4.2: Test cases of mapping MLaaS abstract and concrete service with QoS 

No. Examples of Test Cases 

1. Fall is normal and occurs indoors; prefer explainable MLaaS service. 

2. Intruders enter at night, intention unclear; prefer low-biased and explainable MLaaS. 

3. A cyber-attack entry point is via an unsecured password; prefer a more explainable 

MLaaS. 

4. Simultaneous anomalies detected in network behaviour across several users; low 

biases and explainable MLaaS service are needed. 

 

4.3.2 Baseline Approaches 

To evaluate the performance of the proposed CAMSF, we choose two service selection 

methods. 

– Pre-defined or Fixed-Rules [Matos, 2020; Rhayem et al., 2021]: Traditional service 

selection system uses Event-Condition-Action (ECA) rules in the form of: "On <event>, If 

<condition>, Do <action> ", where on detecting an event, typically monitored through 

wearable sensors and smart devices. Later, validating the event against predefined criteria in a 

condition part and initiating the appropriate responses as an Action. This approach allows 

automated, consistent decision-making based on monitored events that match the conditions 

and trigger the corresponding actions. 

– Brute-Force Approach [Garba, Mohamad, & Saadon, 2022]: The brute-force approach 

comparing candidate services involves evaluating every possible pair of services to determine 

how closely they match their attributes. This method ensures a thorough assessment by 
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comparing each service with every other candidate, providing comprehensive results; this 

approach can be computationally intensive due to the exhaustive nature of the comparisons, 

particularly when dealing with many candidate services. 

Evaluations Metrics: We evaluate each service selection approach using below key 

performance metrics: accuracy, precision, recall and F1-score.  

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =   𝑇𝑇 𝑃𝑃/𝑇𝑇 𝑃𝑃 +  𝐹𝐹 𝑃𝑃 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑇𝑇 𝑃𝑃/𝑇𝑇 𝑃𝑃 +  𝐹𝐹 𝑁𝑁 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  (𝑇𝑇 𝑃𝑃 +  𝑇𝑇 𝑁𝑁)/(𝑇𝑇 𝑃𝑃 +  𝐹𝐹 𝑃𝑃 +  𝑇𝑇 𝑁𝑁 +  𝐹𝐹 𝑁𝑁 

 𝐹𝐹1 −  𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  2 ∗ 𝑃𝑃 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∗
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 +  𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 

where TP (True Positive) represent the correctly identified optimal MLaaS service, FP (False 

Positive) represents the incorrectly identified optimal MLaaS service, TN (True Negative) 

represents the correctly identified as not optimal MLaaS service, and FN (False Negative) 

represents the incorrectly identified as not optimal MLaaS service. 

4.3.2 Performance Analysis 

We evaluate the different selection approaches by two sets of experiments. First, we evaluate 

the efficiency of CAMSF in user context detection regarding how accurately SVM detects 

context. Second, we measure the effectiveness of CAMSF by comparing the accuracy and 

F1-score of each approach for selecting MLaaS based on user context. We also evaluate the 

scalability of each approach by measuring the computation time from user context detection 

to the MLaaS concrete service. During the evaluation, we vary the size of the MLaaS services 

description. Starting with 10-20 MLaaS service descriptions, we incrementally increased the 

samples across different experimental phases. 

The effectiveness of our framework in identifying user context is demonstrated by the 

correlation between the number of contextual data samples and accuracy scores (Fig 4.3(a)). 

Initially, with smaller numbers of contextual data, the accuracy score is relatively low, around 

0.50. However, increasing the sample size enhances accuracy, ultimately reaching an 

impressive score of 0.90. This trend underscores the efficiency of our framework in 

accurately identifying user context, highlighting its robustness and reliability as more 

contextual data is incorporated. To evaluate CAMSF’s efficiency against the fixed-rule 
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approach in abstract service mapping and select the best concrete service based on given 

preferences, we measure it in terms of the success rate that evaluates the system’s efficiency 

in selecting services to maximise expected rewards, reflecting its ability to identify optimal 

choices and enhance decision-making through observed rewards in interactions using below 

formula: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
 

Our experimental results show that the CAMSF performs robustly in selecting optimal 

services based on user context (Table 4.3). Results indicate that with smaller samples, 

mapping accuracy is around 0.57 while increasing samples have an accuracy of 0.91(Fig 

4.3(c)); the framework correctly identifies the optimal choice 91% of the time, indicating 

high reliability in aligning services with user context. Precision, at 0.90, signifies that when 

the framework selects a service, it is accurate 90% of the time, emphasising the correctness of 

positive predictions. A recall score of 0.93 highlights the framework’s ability to include 93% 

of all truly required services. The F1 score of 0.89 (Fig 4.3(d)) demonstrates a well-balanced 

performance between precision and recall. This could be attributed to success being driven by 

dynamic, learning-based strategies that continuously evolve the service selection process 

based on real-time feedback and context adaptability. This ensures that the CAMSF 

framework enhances long-term efficiency and effectiveness in service delivery. 

In contrast to the CAMSF, the Fixed-Rule method demonstrates a low score in all metrics 

(Table 4.3) with an accuracy of 0.50 (Fig 4.3(c)) and an F1-score of 0.62 (Fig 4.3(d)) in 

several samples. These metrics underscore their dependence on predetermined rules designed 

for specific domains, ensuring predictability within those boundaries. However, these systems 

frequently encounter challenges adapting to changing contexts, resulting in inefficiencies 

when applied beyond their designated domains. In Brute-Force, despite its ability to measure 

similarity accurately, this approach (Table 4.3) has a lower accuracy of 0.45 (slowly increased 

 

Table 4.3: Performance measurement results  

 Accuracy Precision Recall F1 Score 
CAMSF 0.91 0.90 0.93 0.89 
Fix Rule Approach 0.50 0.57 0.57 0.62 
Brute Force Approach 0.45 0.34 0.35 0.34 
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with samples; Fig 4.3(c)), indicating the correctness of its service predictions. However, with 

a precision of 0.34, it selects only a fraction of the services relevant to the user’s needs. The 

recall rate of 0.35 shows that it captures some relevant services, with an F1 score of 0.34 (Fig 

4.3(d)), which assesses its effectiveness overall. This limitation makes it impractical for 

large-scale applications requiring quick service selection. Similarly, we started with smaller 

samples to evaluate the scalability by measuring the computation time of different 

approaches for selecting MLaaS services based on user context and increased slowly. Figure 

4.3(b) illustrates the average computation time for all approaches. 
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Fig. 4.3: The effectiveness and scalability of CAMSF (a) SVM context detection accuracy, 
(b) Computation Time Comparison, (c) Accuracy Comparison, and (d) F1 Score Comparison 

Across Models 

 

Initially, the Fixed-Rule and Brute-Force approaches demonstrated significantly shorter 

service selection times with smaller datasets. However, with increased samples, the 

computing time for the Brute-Force algorithm increased by five nanoseconds. Conversely, the 

Fixed-Rule approach maintained a consistently low computation time of around 0.4 

nanoseconds. This time efficiency is attributable to its reliance on pre-defined criteria for 

service selection. However, our proposed CAMSF, which dynamically identifies user context 

and maps it to MLaaS abstract services, showed a computation time of 1.5 to 2 nanoseconds 

with increased samples. Although slightly higher than the fixed rule, CAMSF optimises 
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service selection based on evolving contextual factors, ensuring timely and accurate 

alignment with user preferences while enhancing overall scalability and responsiveness. 

4.4 Conclusion 

The proposed context-aware MLaaS service selection framework (CAMSF) significantly 

enhances the optimisation of selecting the best Quality of Service (QoS) MLaaS offerings 

based on user context. CAMSF uses Support Vector Machines (SVM) with semi-supervised 

learning to detect and adapt to changing user contexts, ensuring responsiveness to diverse 

needs. We then utilise contextual bandits to map user contexts to abstract MLaaS services, 

enabling dynamic optimisation that improves service delivery in machine learning 

applications. This approach continuously refines service selection to maintain high 

performance in evolving environments. To validate CAMSF, we incorporate a skyline query 

method to select optimal concrete MLaaS services, aligning selections with user preferences 

while ensuring scalability, runtime efficiency, and effectiveness. Our results show a 61.65% 

performance improvement in context-aware MLaaS selection compared to the Fixed-Rule 

method and a 74.80% improvement compared to the Brute-Force approach. These findings 

underscore CAMSF’s robust capabilities in various MLaaS service selection scenarios, 

highlighting its potential as a powerful tool for enhancing machine learning service delivery. 

Future work will focus on developing models that address sustainability issues, particularly 

cost efficiency and time optimisation. 
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CHAPTER 5 

CONCLUSION AND FUTURE WORKS 

 

MLaaS has become a widely popular form of cloud computing, which provides several 

advantages to consumers, such as reducing low maintenance costs for large-scale 

infrastructure and high scalability. There are two types of subscriptions offered by MLaaS 

providers: 1) pay-as-you-go and 2) a  12-month free trial. Large organisations tend to utilise 

MLaaS services for a long period of time, for instance, several months to years. The selection 

of MLaaS service is, therefore, a crucial decision for MLaaS users. Selection of MLaaS that 

does provide good performance can lead to significant financial for an organisation. MLaaS 

providers offer a free trial to MLaaS users. However, the selection of an MLaaS service based 

on a free trial is particularly challenging. This thesis tackles the major challenges involved in 

the selection of MLaaS services considering a user’s preference for QoS attributes. The 

primary contribution of this research is divided into two main sections. In the first section, we 

propose a service selection framework to help a new user in MLaaS selection to address the 

two key challenges: 1) candidate MLaaS service provider selection for the free trials and 2) 

QoS performance variability. In the second section, we concentrate on context-awareness 

MLaaS selection. This part addresses the key challenge in selection:1) adaptability to 

dynamic user contexts. 

Chapter 3 proposes an MLaaS selection framework (MSF) to select the closest matched 

MLaaS provider according to a user’s preference when QoS information is incomplete. The 

free trial offered by the MLaaS providers is used to discover both known and hidden aspects 

of their QoS performance. To select the optimal MLaaS service, enabling users to make 

informed decisions beyond solely relying on MLaaS advertisements from service providers. 

We propose integrating data from MLaaS advertisements, free trials and users’ past 

experiences. Additionally, we identify biasness and explainability information from the 

knowledge graph to uncover hidden QoS information. Experiment results show that with 

complete QoS information, Spearman's Rank Correlation and Kendall's Tau coefficients can 

effectively provide more accurate results than scenarios with incomplete QoS information. 

In Chapter 4,  we extend the concept of MLaaS selection into context awareness. Here, we 

propose a context-aware MLaaS service selection framework (CAMSF) for selecting the best 
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QoS tailored to user context. A support vector machine (SVM) with semi-supervised learning 

to identify and adapt to changing user needs, ensuring responsiveness to varying 

requirements. We then leverage the contextual bandits approach to map these user contexts to 

abstract MLaaS services for dynamic optimisation. Finally, the framework incorporates a 

skyline query method to select the optimal concrete MLaaS service and user preferences 

while maintaining scalability, efficiency and effectiveness. Experimental results indicate that 

relying solely on MLaaS advertisements is insufficient for service selection, as it frequently 

results in incorrect decisions. 

5.1 Discussion 

This research centres on the selection of MLaaS services according to the user’s QoS. It 

proposes a range of strategies to effectively utilise free MLaaS service trial periods in 

alignment with these QoS requirements. The concept of MLaaS advertisement, utilising free 

trials and other users' experiences are proposed ideas to tackle with the QoS performance for 

the MLaaS selection. Identifying hidden QoS information of MLaaS is also proposed using 

the concept of a knowledge base graph. Experimental results indicate that relying solely on 

MLaaS advertisements is insufficient for the selection as it results in incorrect decisions. We 

consider user contextual information when selecting an MLaaS concrete service based on 

changing user context. We propose approaches from identifying user context using SVM with 

semi-supervised learning to mapping user context in abstract MLaaS service and concrete 

MLaaS service using contextual bandit approach and skyline query method, respectively. 

Although this research helps a user make an informed MLaaS selection; however, several 

limitations could lead to new research directions. We provide a brief overview of the key 

limitations and potential future work below. 

5.2 Limitations 

To make an informed MLaaS selection using incomplete QoS information work, we assumed 

that the user-preferred MLaaS service would be available by offering a free trial. While this 

assumption is realistic since most of the MLaaS providers would offer free trials for the 

MLaaS services, however; if the service is not available for free trial, the proposed MLaaS 

selection framework would be unable to perform the selection. 

To make an informed, context-aware selection of MLaaS work, we assumed that all the user 

wearable sensor data and QoS information would be available and accurate for selection. The 
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effectiveness of the proposed methods, including SVM-based context change analysis and 

skyline queries, largely depends on the quality and relevance of real-world datasets. In real-

world scenarios, data may be incomplete or unavailable due to network issues, sensor 

malfunctions, or privacy restrictions. Incomplete data can affect the responsiveness of the 

context-aware selection of MLaaS, leading to inaccurate context recognition and suboptimal 

MLaaS concrete selection, which could be critical in dynamic environments where timely 

decisions are essential.   

A significant limitation of these works is the reliance on synthetic datasets for experiments. 

We utilised publicly available Quality of Service of Web services datasets (QWS) to conduct 

the experiments due to the unavailability of suitable MLaaS quality of service datasets. This 

synthetic dataset is augmented with the values of bias and explainability (data taken from the 

knowledge base graph) to capture the characteristics of real MLaaS providers. Consequently, 

we believe that the key findings would be similar if the experiments were conducted using 

real datasets.  

5.3 Future Work 

The limitations of this work could lead to open new research directions. In the proposed 

incomplete QoS information, the MLaaS selection framework does not account for incoming 

user requests or qualitative user preferences in a natural language. A potential extension 

involves integrating a Conditional Preference Network (CP-Net) into the MLaaS selection 

process. CP-Nets allow users to articulate their preferences in a more qualitative manner, 

enabling the framework to make more informed selections of MLaaS based on these 

expressed preferences. 

We then introduced a context-aware selection of MLaaS in the smart health monitoring 

scenario. This work does not adequately address how MLaaS services perform over time and 

how to solve issues related to service degradation. Also,  there is a lack of focus on ethical 

issues such as transparency and explainability in MLaaS selection. By focusing on long-term 

sustainability and ethical integrity, the proposed framework will provide organisations with 

the tools necessary to select MLaaS providers that can maintain high standards of accuracy, 

transparency, and fairness. This is particularly vital in high-stakes environments such as 

healthcare, where the reliability of machine learning systems can directly impact patient 

outcomes.  
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To be specific, while current selection processes often emphasise short-term factors such as 

cost, functionality, and initial performance, they tend to overlook potential issues like service 

degradation and ethical concerns, which can significantly impact the reliability and 

trustworthiness of these services in the future. Key gaps in the literature include Service 

Degradation and Ethical concerns. Existing research does not adequately address how MLaaS 

services perform over time and how to solve issues related to service degradation, which can 

affect model accuracy and reliability. Also, there is a lack of focus on ethical issues such as 

transparency and explainability in MLaaS selection. For instance, understanding how ML 

models make decisions and ensuring that these decisions align with ethical standards is 

crucial for maintaining trust and accountability. 

A possible extension of this research is the development of robust and ethically sound MLaaS 

solutions that can meet the evolving needs of various industries by guiding organisations in 

making better long-term decisions. 
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